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Introduction

A SQL Server 2014 multi-subnet failover clustered instance is a configuration where each node of the
cluster is connected to a different network subnet or subnets. These network subnets can be in the
same location or in a remote site commonly used for disaster recovery. This configuration provides the
benefit of having both high availability and disaster recovery solution to meet business' recovery
objectives for SQL Server 2014 databases.

This guide is intended for experienced Windows system administrators, IT professionals and SQL
Server database administrators who would like to install and configure a 2-node Windows Server 2012
R2 Failover Cluster that will host a SQL Server 2014 multi-subnet failover clustered instance.

Assumptions
When using this guide, a few assumptions have been made:

e Windows Server 2012 R2 is installed on each server that will be used for the cluster and that
they are joined to the same Active Directory domain.

e Configuration of the shared storage used for the cluster is outside the scope of this
document. Enlist the assistance of your storage vendors and engineers to accomplish this
task. For demonstration purposes, an iSCSI storage is used in this document; in particular,
StarWind Virtual SAN.

e You have decided which quorum model will be used by the failover cluster. This document
will use a disk witness as the quorum model.



http://www.starwindsoftware.com/starwind-virtual-san

Network Architecture Design

Proper network architecture design is key to successfully implementing a multi-subnet SQL Server
2014 failover cluster instance. Enlist the help of your network engineers to make sure that your
design complies with your corporate standards and done appropriately. Below is the network
diagram that will be used to implement the multi-subnet SQL Server 2014 failover clustered
instance.
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There are two domain controllers - DC1 and DC2 - in the same Active Directory domain. The domain
controllers are in different network subnets, each on a dedicated Active Directory site and
configured for replication. Cluster nodes SQLCLUSTER1 and SQLCLUSTER2 have four network
adapters - one for production traffic, one for heartbeat communication and two for the iSCSI
storage. Technically, there is no shared storage in a multi-subnet cluster because each node will
have its own storage subsystem. However, the storage subsystem used by one node is an exact
replica of the storage subsystem being used by the other nodes. In the environment described
above, storage system SAN1 is being replicated over to SAN2 via a TCP/IP connection. A
breakdown of the servers, storage systems and IP addresses is shown in the table below.



Hostname IP Address Purpose

DC1 172.16.0.100 Domain Controller/DNS Server

DC2 192.168.0.100 Domain Controller/DNS Server
172.16.0.111 Cluster Node 1 - public traffic

SQLCLUSTER1 |197.160.0.111 Heartbeat communication

10.0.0.111/10.0.20.3 |iSCSI communication to SAN1/SAN2

192.168.0.111 Cluster Node 2 - public traffic
SQLCLUSTER2 [197.160.1.111 Heartbeat communication

10.0.1.111/10.0.20.4 |iSCSI communication to SAN1/SAN2
SAN1 10.0.0.100/10.0.20.1 |iSCSI communication

SAN?2 10.0.1.100/10.0.20.2 |iSCSI communication

Active Directory Domain Name: TESTDOMAIN.COM

iSCSI storage primary IP addresses: SAN1 (10.0.0.100 and 10.0.20.1) and SAN2 (10.0.1.100
and 10.0.20.2)

Cluster Nodes: SQLCLUSTER1 & SQLCLUSTER2
Cluster Disks: Q:\, F:\, G:\ & H:\

Windows Server Failover Cluster Name and IP Address: WINMULTISUBCLUS (172.16.0.112
and 192.168.0.112)

SQL Server Failover Cluster Name and IP Address: SQLCLUSTER (172.16.0.213 and
192.168.0.213)

SQL Server Service Account: TESTDOMAIN\sqlservice



Adding Required Windows Features

In this section, we will add the required Windows features to configure our multi-subnet failover
cluster:

1. Open the Server Manager Dashboard and click the Add roles and features link.
This will run the Add Roles and Features Wizard
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2. In the Select Features dialog box, select the .NET Framework 3.5 Features (select
only the .NET Framework 3.5 option), Failover Clustering and the Multipath I/0
checkboxes and click Next.

NOTE: The .NET Framework 3.5 is a requirement for SQL Server 2014 and is no
longer installed by the SQL Server setup process. Even if the .NET Framework 4.5 is
installed by Windows Server 2012 R2, the .NET Framework 3.5 is not installed with
it and has to be explicitly installed.
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3. In the Confirm Installation Selections dialog box, click Install to confirm the
selection and proceed to do the installation of the required features.
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Confirm insta

[ 4 Do you need to specify an aiternate source path? One or more installation selections are missing source files on the destinati.. X

e — To install the following roles, role services, or features on selected server, dlick Install.

[} Restart the dastination server automatically if required

Optional features (such as administration taols) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previous to clear
their check boxes,
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Discovering Target Portals

In this section, we will connect the iSCSI storage to the servers that will be added to the cluster.

NOTE: Windows Server 2012 R2 comes with iSCSI Initiator software that enables connection of a Windows
host to an external iSCSI storage array using network adapters. You can launch the tool from the Server
Manager dashboard, under Tools and select iISCSI Initiator.

These steps have to be performed on both of the servers that will act as nodes in your failover cluster. The
steps below are performed on SQLCLUSTER1.
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You will get a message saying that the Microsoft iSCSI service is not running. Simply click Yes to
continue.

Microsoft iSCSI [x]

The Microsoft iSCS! service is not running. The service is required to be started for
iSCSI to function correctly. To start the service now and have the service start
Ily each time the restarts, click the Yes button.,

1. In the iSCSI Initiator Properties window, select the Discovery tab.
2. Click the Discover Portal... button. The Discover Target Portal dialog box appears.



iSCS Initiator Properties -

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |

Target portals

he system villoo for Trgets o fllong prtas
Address Port Adapter IP address

To 2dd a target parta, cidk Discover Partal,

To remove a target portal, select the address above and
then click Remove,

SNS servers

The system s regstered on e foloning NS servers:
Add S

Name

To add an iSNS server, dick Add Server. dd Server.

To remove an iSNS server, select the server above and
then diick Remove.

3. Type in the first IP address of the partner node you will use to connect to the highly available
iSCSI devices. For this example, the IP address of SAN1 is 10.0.0.100

Discover Target Portal -

Enter the [P address or DNS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target portal, dick
the Advanced button,

P address or DNS name: Port: (Defaultis 3260.)
| R | | [0 |

Cancel

Click Advanced.

4. Select Microsoft ISCSI Initiator as your Local adapter. Select the Initiator IP in the same
subnet as the IP address on the SAN server from the previous step. For this example, the first
IP address of SQLCLUSTER1 that communicates to SAN1 is 10.0.0.111.

Advanced Settings _

General | IPsec

Cannect using

Local adapter: Microsaft ISCSI Initistor

Initiator IP:

Target partal IP:

Click OK. Then click OK again to close the Discover Target Portal dialog box.

5. Click the Discover Portal button once again. The Discover Target Portal dialog appears.
6. Type in the second IP address of the partner node you will use to connect to the HA iSCSI
devices. For this example, the IP address of SAN1 is 10.0.20.1.

Discover Target Portal -

Enter the IP address or DNS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target portal, click
the Advanced button.

1P address or DNS name: Port: (Defaultis 3250.)

|'m.u.zn i} I | |}zsn ‘




Click Advanced.

Select Microsoft ISCSI Initiator as your Local adapter. Select the Initiator IP in the same
subnet as the IP address on the SAN server from the previous step. For this example, the second
IP address of SQLCLUSTER1 that communicates to SAN1 is 10.0.20.3.

Advanced Settings _

Connect using

Local adapter:

Initiator P:

Target portal IP:

Click OK. Then click OK again to close the Discover Target Portal dialog box.

8. Repeat the same steps (steps #1 to #7) to add SAN2 to the list of discovered targets. Note
the following:

e 10.0.1.100 and 10.0.20.2 (first and second IP addresses of SAN2, respectively)

e 10.0.0.111 (first IP address of SQLCLUSTER1 that communicates to the first IP address
SAN2)

e 10.0.20.3 (second IP address of SQLCLUSTER1 that communicates to the second IP
address SAN2)

SQLCLUSTER1 should be connected on both SAN1 and SAN2 via the following target portals.

ISCSI Initiator Properties -

| Targets | Discovery |Favorite Targets | Volumes and Devices | RaDIUS | configuration |

Target portals

Address Port Adapter IP address
10.0.0.100 3260 MicrosoftiSCSI Initiator 10.0.0.111
10.0.20.1 3260 Microsoft iSCSI Initiator 10.0.20.3
10.0.1.100 3260 MicrosoftiSCSI Initiator 10.0.0.111
10.0.20.2 3260 Microsoft iSCSI Initiator 10.0.20.3

9. Repeat the same steps (steps #1 to #8) for the second node SQLCLUSTER2 until all the
target portals have been added. Note the following:

e 10.0.0.100 and 10.0.20.1 (first and second IP addresses of SAN1, respectively)
e 10.0.1.111 (first IP address of SQLCLUSTER2 that communicates to SAN1)

e 10.0.20.4 (second IP address of SQLCLUSTER?2 that communicates to SAN1)

e 10.0.1.100 and 10.0.20.2 (first and second IP addresses of SAN2, respectively)
e 10.0.1.111 (first IP address of SQLCLUSTER2 that communicates to SAN2)

e 10.0.20.4 (second IP address of SQLCLUSTER2 that communicates to SAN2)

SQLCLUSTER2 should be connected on both SAN1 and SAN2 via the following target
portals.

iSCSI Initiator Properties -

[ Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |

Target partals

The system will lock for Targets on following portals:

Address Port Adapter IP address

10.0.0.100 3260 Microsoft iSCSI Initiator 10.0.0.111
10.0.20.1 3260 Microsoft iSCSI Initiator 10.0.20.3
10.0.1.100 3260 Microsoft iSCSI Initiator 10.0.0.111

10.0.20.2 3260 Microsoft iSCSI Initiator 10.0.20.3




Connecting Targets and Configuring Multipathing

In this section, we will connect the servers to the iSCSI targets and configure multipathing:

NOTE: These steps have to be performed on both of the servers that will act as nodes in your failover cluster.
The steps below are performed on SQLCLUSTER1.

1. In the iSCSI Initiator Properties window, select the Targets tab. The iSCSI targets
configured should be listed in the Discovered Targets section.

iSCS! Initiator Properties -

Targets | Discovery | Faverite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect

To discover and log on to a target using  basic connection, type the TP address or
DNS name of the target and then dlick Quick Connect.

Discovered targets

H

[ Refresh
Name Status
ign. 2008-08.com. starwindsoftware: 10.0. 1. 100-ha-back. Inactive
lign. 2008-08.com. starwindsoftw: 10.0. 1. 100-ha-data-f  Inactive
ign. 2008-08.com. starwindsoftware: 10.0. 1. 100-hadogg  Inactive
ian, 2008-08.com. starnindsoftware: 10.0, 1, 100ha~quor...  Inactive

ian. 2008-08.com. starnindsoftwareisan Lha-backup-h  Inactive

ign. 2008-08. com. starnindsoftware:san 1-ha-data-f Inactive

ian. 2008-08.com. starnindsaftwaressan L-hadog-g Inactive

ian. 2008-08.com. starnindsoftwareisan L-ha-quorum-g  Inactive
To connect using advanced options, select a target and then Comnect
dlick Connect. =

To completely disconnect s target, select the target and T
d jsconnect.

then ciick Disconnect. =

For target properties, induding configuration of sessions,

Propertes...
select the trget and cick Praperties, et

For configuration of devices associated with a target, select

the target and then dick Devices. Tt

2. Select the first target in the list and click Connect.
3. Enable both checkboxes. Click Advanced...

E

iSCsl Initiator Properties

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Discovered targets

Refresh

Loy 1ah
llicn. 200808, com.starwindsoftware: 10.0. 1. 100 he backuph __Inactive ]

ian. 2008-08. com. starwindsoftware: 10.0. 1. 100-ha-data- Tnactive

ign. 2008-08. com.starwindsoftware: 10.0. 1. 100-ha-ogg Inactive

in. 2008-08.com.starwindsoftware: 10.0. 1, 100-ha-quorum-g Inactive

ign. 2008-08. com.starwindsoftware:san1-ha-backup-h Inactive

ign. 2008-08. com.starwindsoftware:sani-ha-data-f Inactive

in. 2008-08.com.starwindsoftware:san1-hadogg Inactive

ign. 2008-08. com.starwindsoftware san1-ha-quorum-g Inactive

< [0 >
To connect using advanced options, select a target and then
dlick Connect, =

Connect To Target -

Target name:

[ian.2008-08.com starmndsofware: 10.0.1. 100 habaduph |

Add this connection to the list of Faverite Targets.
This will make the system automatically attempt to restore the
connection every time this computer restarts.

[ Enable multipath

4. Select Microsoft iSCSI Initiator in the Local adapter drop down list.

In the Initiator IP drop down list, select the IP address of the server that connects to the
corresponding initiator.



In the Target portal IP drop down list, select the IP address of the iSCSI Target where the Initiator
IP address is mapped to.

NOTE: The selection for Initiator IP and Target portal IP addresses depend on the iSCSI
target selected in Step #2. In this example, the target

ign.2008-08.com.starwindsoftware:10.0.1.100-ha-backup-h

was selected. This corresponds to the iSCSI Qualified Name (IQN) of SAN2. The Initiator
IP address for SQLCLUSTER1 (10.0.0.111) is used to connect to SAN2.

Click OK.

Advanced Settings IL-

General | IPsec

Connect using

Local adapter: MicrosoftiSCSI Initiator vl
Initiator [P: 10.0.0.111 v]
Target portal IP: 10.0.1.100 / 3260 v ‘

5. Select the partner target from the other iSCSI target node and click Connect. For the iSCSI
target selected in Step #2, the partner target is

igqn.2008-08.com.starwindsoftware:san1-ha-backup-h

Connect To Target -

comstarwindeoftware san -a-backp| | |

Add this tion to the list of Favorite Targets.
This wil make the system automaticaly attempt to restore the
connection every time this computer restarts,

Enable mult-path

6. Enable both checkboxes. Click Advanced...
7. Select Microsoft iSCSI Initiator in the Local adapter drop down list.

In the Initiator IP drop down list, select the IP address of the server that connects to the
corresponding initiator.

In the Target portal IP drop down list, select the IP address of the iSCSI Target where the Initiator
IP address is mapped to.

NOTE: The selection for Initiator IP and Target portal IP addresses depend on the iSCSI
target selected in Step #5. In this example, the target

ign.2008-08.com.starwindsoftware:san1-ha-backup-h

was selected. This corresponds to the iSCSI Qualified Name (IQN) of SAN1. The Initiator
IP address for SQLCLUSTER1 (10.0.0.111) is used to connect to SAN1.

Click OK.



General

Advanced Settings

Connect using

[MicrosoftiSCSI Initiator

Local adapter: v |
Initiator IP: v
Target portal IP: b4 |

Repeat the Steps #1 to #7 with the Initiator and Target portal IPs of the remaining iSCSI
targets together with their corresponding partner targets. The server should now be connected
to all provisioned highly available, fault tolerant iSCSI targets. The result should look similar to

the one below.

Dashboard

Local Server

W& All Servers

W§ File and Storage Services b

iSCSI Initiator Properties

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |

Quick Connect.

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Discovered targets
Refresh

Name Status
ian. 2008-08 com starnindsoftware: 10.0.1. 100-ha-backuph  Connected
ian. 2008-08, com starwindsoftware: 10.0. 1, 100-ha-data-f Connected
gn. 2008-08, com starwindsoftware: 10.0. 1. 100-ha-og-g Connected
ign. 2008-08, com starwindsoftware: 10.0. 1. 100-ha-quorum-g. Conmected
ign. 2008-08. com starwindsoftware:san 1-ha-backup-h Connected
ign. 2008-08. com starwindsoftware:san 1-ha-data-f Connected
ian. 2008-08. com starnindsoftwareisan --ha-og-g Connected
ian. 2008-05 com  starnindsoftware:san -ha-quarum-g Connected
< [

To connect using advanced options, select a target and then

dick Connect.

To completely disconnect a target, select the target and
en click Disconnect,

For target properties, induding configuration of sessions,
select the target and dick Properties.

For configuration of devices assodated with a target, select
the target and then cick Devices.

Apply

9. Repeat the Steps #1 to #8 on SQLCLUSTER2.
10.0nce all targets are connected, launch the MPIO manager from
dashboard, under Tools and select MPIO

Server Manager

'WELCOME TO SERVER MANAGER

0 Configure this local server

Tools  View

r

Cluster-Aware Updating

Manage

Component Services
Computer Management,
Defragment and Optimize Drives
Event Viewer
Failover Cluster Manager
iSCS! Initiator

| Local Security Policy

| vrio

QUICK START
2 Add roles and features ‘
3 Add other servers to manage
WHAT'S NEW .
4 Create a server group
LEARN MORE

| ODEC Data Sources (32-bit)
ODBC Data Sources (64-bit)
Performance Monitor
Resource Monitor
Security Configuration Wizard
Services

System C

ROLES AND SERVER GROUPS

Roles: 1 | Server groups: 1 | Servers total: 1

iR File and Storage

System Information

Task Scheduler

Winclows Firewall with Advanced Security
Windows Memory Diagnostic

Windows PowerShell

Windows PowerShell (x36)

Windows PowerShell ISE

Wincows PowerShell ISE (x86)

Windows Server Backup

Services 1 B Local Server
(® Manageability (® Manageability

Events Events

Performance Services

BPA results Performance

BPA results

the Server Manager



11.In the MPIO Properties dialog box, select the Discover Multi-Paths tab and enable the Add
support for iSCSI devices checkbox.
12. Click the Add button and click OK.

MPIO Properties [x]

MPIO Devices | Discover Mult-Paths §Dsm Instal | Configuration Snapshot |

SPC-3 compliant

Device Hardware Id

DAdd support for

Others

Device Hardware Id

Reboot the server to apply the changes. Repeat Step #10 to #12 on SQLCLUSTER2.



Initialize and Format the Disks

In this section, we will initialize and format the iSCSI disks. You can launch the tool from the Server
Manager dashboard, under Tools and select Computer Management.

NOTE: Going thru the disk initialization process is a great way to validate whether or not the storage replication
process works as per vendor specification. Disk configuration changes made on one of the cluster nodes should
be replicated over to the other nodes within the cluster.

These steps have to be performed on both of the servers that will act as nodes in your failover cluster. The
steps below are performed on SQLCLUSTER1.

1. Expand Storage and select Disk Management.
2. Right-click any of the disks that you want to configure and select Online. Once the disk is
brought online, it is now marked as Not Initialized.

I (%) Performance < ] >
54 Device Manager
4 (5 storage —4Disk 0 =
I s Windows Server Backup|| Basic System Reserved [(©)]

20.00 GB 350 MB NTFS 19.66 GB NTFS

b 2, Services and Applications || Online Healthy (System, Active, Primary Partition) Healthy (Boot, Page File, Crash Dump, Primary Partition)

CaDisk 1 1 —

Basic TEMPDB-LOCAL (T2)
10.00 GB 10.00 GB NTFS =
Qnline Healthy (Primary Partition)

“TDisk 2 T
Unknown

4,00 GB 4,00 GB

Offline (§ Unallocated

| Online

Properties |
l
p Help

Offline i Unallocated

3. To initialize, right-click on the disk and select Initialize Disk. The Initialize Disk dialog box will

b & Performance < (]
5 Device Manzger
4 3 Storage iDisk 0 . ' ______________________________________|
b W Windows Server Backup| | Basic System Reserved @)
(=% Disk Management 20.00 GB 350 MB NTFS 19.66 GB NTFS
b E Senvices and Applications || Online Healthy (System, Active, Primary Partition) Hezlthy (Boot, Page File, Crash Dump, Primary Partition)
aDisk 1
Basic TEMPDB-LOCAL (T3)
10.00 GB 10.00 GB NTFS
Online Healthy (Primary Partition)
“@Disk 2
Unknown
4.00GB 4.00 GB
Not Initialized Unallocated
| Initialize Disk
‘@lni Offline
Unkn|
800¢ Properties
Offlin
Help

4. In the Initialize Disk dialog box, make sure that the correct disk is selected for initialization
and then choose whether to initialize the disk using the MBR or GPT partition styles. For this
configuration, we will use a GPT partition style. Click OK.



e e 3

You must inttialize a disk before Logical Disk Manager can access it.
Select disks:
Disk: 2

Use the following partition style for the selected disks:

(Z) MBR. (Master Boot Record)
(®) GPT {GUID Partition Table)

MNote: The GPT partition style is not recognized by all previous versions of
Windows.

6. To create a disk partition, right-click on the unallocated space and select New Simple Volume.

7.

8.

Disk 2
Basic
3.97 GB
Online

“#IDisk 3
Unknown
8.00 GB

Offline i

“@Disk 4

3.97GB

Unallocated | [New Simple Volume... I

MNew Spanned Volume...

Mew Striped Volume...

I I
MNew Mirrored Volume...
8.00 GB New RAID-5 Volume...
Unallocated
Properties
Help
| I

In the Welcome to the New Simple Volume Wizard dialog box, click Next.

New Simple Volume Wizard -

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk.

A simple volume can only be on a single disk.

To continue, click Next

< Back Next >

In the Specify Volume Size dialog box, enter the volume size and click Next.



MNew Simple Volume Wizard -

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes

Maxdmum disk space in MB: 4062
Minimum disk space in MB: 2
Simple volume size in MB 40627 :
< Back || Next > | | Cancel

9. In the Assign Drive Letter or Path dialog box, specify the drive letter you would like to use
and click Next.

New Simple Volume Wizard -

Assign Drive Letter or Path
For easier access, you can assign a drive letter or dive path to your partition.

®) Assign the following drive letter:
O Mount in the following empty NTFS folder:

() Do not assign a drive letter or drive path

< Back ” Next > | ‘ Cancel

10.In the Format Partition dialog box,
o Make sure that the file system selected is NTFS.
o To follow Microsoft best practices on allocation unit size, select 64K.
o In the Volume Ilabel: text box, enter the appropriate name. For this
example,F_DATA_Drive is used. Take note of this volume label because this will be
used to verify the configuration on the other cluster node.

Click Next



New Simple Volume Wizard -
Format Partition
To store data on this partition, you must format it first.

Choose whether you want to format this volume, and if so, what settings you want to use.

() Do not format this volume

(®) Format this volume with the following settings

e e
Alocation unit size B4K v
Valume label:
Perform a quick format

Enable file and folder compression

<Back || Net> | [ Cancel

11.In the Completing the New Simple Volume Wizard dialog box, review the settings you have
made and click Finish.

New Simple Volume Wizard -

Completing the New Simple
Volume Wizard

You have successfully completed the New Simple Volume
Wizard.

You selected the following settings:

Wolume type: Simple Valume
Digk selected: Disk 2
Volume size: 4062 MB

Drive letter or path: F:

File system: NTFS

Allocation unit size: 65536
Wolume label: F_DATA_Drive -
(irk farmat - Yae

To close this wizard, click Finish

<Back || Frsh | [ Cancel |

12. Repeat Steps #3 to #11 on all of the iSCSI disks that you want to configure as part of your
cluster.

13. Repeat Step #2 on SQLCLUSTER2. No need to initialize the iSCSI disks.



Verify the Storage Replication Process

In this section, we will verify the storage replication process. In order to verify this process, simply
bring all of the disks on the other cluster nodes online, as per Step #2 in the previous section. If
the storage replication works, the volume names will be propagated on all of the cluster nodes. In
this example, the clustered disks have been named Q_QUORUM_Drive, F_DATA_Drive,
G_LOG_Drive and H_BACKUP_Drive on SQLCLUSTER1. After bringing the disks online on
SQLCLUSTERZ2, the same volume properties will appear. The drive letters will not be the same
because Windows will assign them from the available drive letters on the server. The drive letters
will be removed since they will be defined from within the Windows Server Failover Cluster. A

screenshot of the Disk Management console for both SQLCLUSTER1 and SQLCLUSTER?2 is
shown below.

A Computer Management =8 x || & Computer Management =|O -
File Action View Help File Action VWiew Help
e rE R BEs @ = #m B B
suter Managemerft (Locall || Volume | Layuutl Type | File System ‘ St | [tanagemenf(SOLCLUSTERZ| Valume | Layuutl Type | File
stem Toels e () Simple Basic NTFS He | [fools e (C) Simple Basic NTF
orage CaF_DATA_Drive (F:) Simple Basic NTFS He CaF_DATA_Drive (F:) Simple Basic NTF
» Windows Server Backup ||&» G_LOG_Drive (G:) Simple Basic NTFS He | |lows Server Backup wG_LOG Drive (E:) Simple Basic NTF
) Disk Management - H_BACKUP Drive (H:) Simple Basic NTFS He [ |Management - H_BACKUP_Drive () Simple Basic NTF
nvices and Applications || IRM_SSS_XG4FRE_EN-US_DV5 (D) Simple Basic UDF He || and Applications 3 IRM_SS5_X6AFRE_EN-US_DVS (D:) Simple Basic UDF
5Q_QUORUM_Drive (Q:) Simple Basic NTFS He 50Q_QUORUM_Drive (H:) Simple Basic NTF
8 System Reserved Simple Basic NTFS He 8 System Reserved Simple Basic NTF
s TEMPDB-LOCAL (T:) Simple Basic NTFS He s TEMPDB-LOCAL (T:) Simple Basic NTF
< i 5 < m > |
- n { T T
4 Disk 2 | o iDisk 2 I
. Basic G_LOG_Drive (E)
Basic G_LOG_Drive (G:) Pyt
39768 397 GB NTFS ST 3.97 GB NTFS
Online Healthy (Primary Partition) ol Healthy (Primary Partition)
| == i I
S BLJ'DBI( ? F_DATA_D: (F)
e [ asic - DATA _Drive (F:
Basic F_DATA_Drive (F) 797 GB 7797 GB NTFS
7.97 GB 77 GB NTFS onl Hez i
Online Healthy (Primary Partition) nine Healthy (Primary Partition)
| = i S
EwItE BLJ.DBI“‘ H_BACKUP_D1 (G
B . ¥ asic | ' Drive (G3
asic H_BACKUP Drive (H:) 4,00 GB 4.00 GB NTFS
4.00 GB 4.00 GB NTFS Onl i
Online Healthy (Primary Partition) nine Healthy (Primary Partition)
i I is I
P BLJDISk ? Q_QUORUM_Drive (
B . § asic |_Drive
asic Q_QUORUM _Drive (Q:) 902 ME 990 ME NTFS
992 MB 950 MB NTFS Online Healthy (P P
Online Healthy (Primary Partition) ealthy (Primary Parti
- L
< n > 1 Unallocated . Primary partition < m > || W Unallocated [l Primary partition

This is just a simple way to verify if the storage replication works as expected. Make sure that this
verification step has been done and that all potential issues have been addressed prior to moving
to the next step.



Running the Failover Cluster Validation Wizard

In this section we will run the Failover Cluster Validation Wizard from the Failover Cluster
Management console. You can launch the tool from the Server Manager dashboard, under Tools
and select Failover Cluster Manager.

NOTE: These steps can be performed on any of the servers that will act as nodes in your failover cluster. The
steps below are performed on SQLCLUSTER1.

1. In the Failover Cluster Management console, under the Management section, click the
Validate Configuration link. This will run the Validate a Configuration Wizard.

= Failover Cluster Manager =0

File Action View Help

@ == B

= Failover Cluster Manager ~ | Actions
A Overview

Failover Cluster Mana... =

Afailover cluster is 3 set of independent computers that work together to increase the availability of server roles. The & Validate Configuration...
clustered servers (called nodes) are connected by physical cables and by software. If one of the nodes fails, ancther
node begins o provide services. This process is known as failover &) Create Cluster...

%j Connect to Cluster...

~  Clusters View 3
Name Role Status Node Status G Refresh
[E] Properties
H Help
No items Found.

~ Management

To begin to use failover clustering, first validate your hardware configuration, and then creste 3 cluster. After these steps
are complete, you can manage the dluster. Managing  dluster can include copying roles to it from a cluster running
\indows Server 2012 R2, Windows Server 2012, or Windows Server 2008 R2

281 valgate Configurstion ..

5 Create Cluster

9 Connect to Cluster...

~  More Information

I Failover cluster topics on the Web
B Failover cluster communities on the Web

I icrosoft support page on the Web

2. In the Select Servers or a Cluster dialog box, enter the hostnames of the nodes that you
want to add as members of your cluster. Click Next.

k3 Validate a Configuration Wizard -

éﬂg? Select Servers or a Cluster

Before You Begin To validate a set of servers. add the names of all the servers.

To test an existing cluster, add the name of the cluster or one of its nodes
Select Servers ora J
Cluster

Testing Options

Entername I | [ Browse...
Confimation
Valid Selected servers: SQLCLUSTER1.TESTDOMAIN.COM
HEEED SQLCLUSTERZ.TESTDOMAIN.COM
Summary

< Previous H Next > | ‘ Cancel

3. Inthe Testing Options dialog box, click Next to run all the necessary tests to validate whether
or not the nodes are OK for clustering.



il Validate a Configuration Wizard -

%ﬁ? Testing Options

Before You Begin Choose between running all tests or running selected tests.

Select Servers ora The tests examine the Cluster Configuration, Hyper-V Carfiguration, Inventory, Metwark, Storage, and
Cluster System Configuration

Testing Options

Microsoft supports a cluster solution only if the complete configuration (servers, network, and storage) can

Confrmation pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
for Windows Server 2012 R2."

Validating

Summary

® Run all tests frecommended)

(O Run only tests | selact

More about cluster validation tests

<Previous || MNet> || Cancel

4. In the Confirmation dialog box, click Next. This will run all the necessary validation tests.

i Validate a Configuration Wizard -
é??‘i Confirmation
Before You Begin You are ready to start validation.
Ced Senverson s Please confim that the following settings are comect:
Cluster
Testing Options Servers to Test ~
_C SQLCLUSTERL.TESTDOMAIN.COM
SQLCLUSTER2.TESTDOMAIN.COM
WValidating
Summary Tests Selected by the User Category
List Fibre Channel Host Bus Adapters Inventory
List iSCSI Host Bus Adapters Inventory
List SAS Host Bus Adapters Inventory
List BIOS Information Inventory v
lick Emuirnnman + \arizhlac Trran s

To continue, click Next

[ <Previous || Met> || Cancel |

5. In the Summary dialog box, verify that all the report returns successful. Click Finish to create
the Windows Server Failover Cluster.

i Validate a Configuration Wizard -
—
3%? Summary
Before You Begin Testing has completed successfully. The configuration appears to be suitable for clustering.
| i Howewver, you should review the report because it may contain wamings which you should address
Select Servers ora to attain the highest availability.
Cluster
Testing Options - - -
. Failover Cluster Validation Report »
Validating
Node: SQLCLUSTERL.TESTDOMAIN.COM walidated
Node: SQLCLUSTER2.TESTDOMAIN.COM Walidated

Vi v
i Tuvantnxr

Create the cluster now using the validated nodes ...

To view the report created by the wizard, click View Report

To close this wizand, click Finish

NOTE: The Cluster Validation Wizard may report Warning messages pertaining to the network. This is
because the iSCSI network is on a dedicated network segment that is not accessible from the public network
traffic. You can ignore these warnings. In general, resolve all errors prior to proceeding with the next steps.



Creating the Windows Server 2012 R2 Multi-Subnet Cluster

In this section we will create a Windows Server 2012 R2 Multi-Subnet Failover Cluster from the
Failover Cluster Management console. You can launch the tool from the Server Manager
dashboard, under Tools and select Failover Cluster Manager. Alternatively, the Create Cluster
Wizard will automatically run after the Failover Cluster Validation Wizard runs the first time.

NOTE: These steps can be performed on any of the servers that will act as nodes in your failover cluster. The

steps below are performed on SQLCLUSTER1.

1.

2.

Under the Management section, click the Create a Cluster link. This will run the Create

Cluster Wizard.

=
=

File Action View Help

«=|[E 8=

In the Select Servers dialog box, enter the hostnames of the nodes that you want to add

Failover Cluster Manager

|55 Failover Cluster Manager Failover Cluster Manager -

4y Create failover dusters, validate hardware for potential failover dlusters, and perform configuration changes to
' }. your failover clusters.

~  Overview
A failover cluster is 3 set of independent computers that work topether to increase the availability of server roles. The

dlustered servers (called nodes) ars connected by physical cables and by software. If one of the nodes fails, ancther
node begins fo provide services. This process is known as failaver.

~  Clusters

Name Role Status Node Status

No fems found.

~  Management
To begin to use failover dlustering, first validate your hardware configuration, and then create a cluster. After these
steps are complete, you can manage the cluster. Managing a cluster can include copying roles to it from a cluster
running Windows Server 2012 R2, Windaws Server 2012. or Windows Server 2008 R2

&8 Validate Corfigurstion...

‘ 5 Crezte Clusier.

&0 Connect to Cluster...

~  More Information

as members of your cluster. Click Next.

z

£

Cluster

Confirmation

Summary

Before You Begin

Access Point for
Administering the

Creating New Cluster

Create Cluster Wizard

?ii;i Select Servers

Add the namesz of all the servers that you want to have in the cluster. You must add at least one server.

_I:I-

Actions

Failover Cluster Mana... +
&# Validate Configuration...
E Create Cluster...
EE Connectto Cluster...

View 13
| Refresh

[Z] Properties

H Help

Ertter server name: “ | | Browse

Selected servers SQLCLUSTERT TESTDOMAIN COM
SQLCLUSTERZ.TESTDOMAIN COM

< Previous ‘ | Nead > ‘ |

Cancel




3.

4.

5.

In the Access Point for Administering the Cluster dialog box, enter the Windows Server
Failover Cluster virtual hostname and IP addresses that you will use to administer the
cluster. Notice that you now have multiple sections for the virtual IP address - one for each
subnet. Only assign virtual IP addresses for the production network.

Virtual Server Name Networks IP Address

172.16.0.0/24 172.16.0.112
WINMULTISUBCLUS

192.168.0.0/24 |192.168.0.112

Click Next.

e

= Create Cluster Wizard -

%%i;i Access Point for Administering the Cluster

Before You Begin Type the name you want to use when administering the cluster.

Select 5
Skl Cluster Name:  [[WINMULTISUBCLUS |

Access Poirt for
‘*"sm Rl _ The NetBIOS name is limited to 15 characters. Cne or more IPv4 addresses could not be configured

(¥ automatically. For each network to be used, make sure the network is selected, and then type an

Corfimation address.
Creating New Cluster
I Networks Address -~
Summary
’ ‘ 192.168.0.0/24 [ 192.168.0.112 |}
157 160.0.0/24 | Cick here to type an address | =
T
172.16.0.0/16 172.160.112

< Previous || Nest > | | Cancel

In the Confirmation dialog box, click Next. This will configure Failover Clustering on

both nodes of the cluster, add the configured cluster storage, add Active Directory and
DNS entries for the cluster virtual server name.

5

= Create Cluster Wizard -

?ﬂj;i Confirmation

Before You Begin You are ready to create a cluster.

Select Servers The wizard wil create your cluster with the following settings
Access Point for
Administering the Cluster: WINMULTISUBCLUS
Cluster Node: SQLCLUSTER1.TESTDOMAIN.COM
Node: SQOLCLUSTER2. TESTDOMAIN.COM
Creating New Cluster IP Address: 192.168.0.112
IP Address: 172.16.0.112

Summary

Add all eligible storage to the cluster.
To continue, click Nest

< Previous H Hext > | ‘ Cancel

In the Summary dialog box, verify that the report returns successful results.



b= Create Cluster Wizard

Summary

Before You Begin YYou have successfully completed the Create Cluster Wizard

Select Servers i
Access Point for
Administering the
Cluster ~
Create Cluster
Confirmation
Er Cluster: WINMULTISUBCLUS
Node: SQLCLUSTER1.TESTDOMAIN.COM
Node: SQLCLUSTERZ.TESTDOMAIN.COM
Quorum: Node and Disk Majority (Cluster Disk 4)
1P Address: 192.168.0.112
1P Address: 172.16.0.112
v
Warninos

To view the report created by the wizard, click View Repaort.
To close this wizard, click Finish.

NOTE: You may need to configure the cluster storage depending on how the local storage is configured on the
server. In this example, the Create Cluster Wizard reported a warning because two disks are not configured
as clustered storage. Each server is configured with one extra local storage that will be specifically used for
the tempdb database. Be sure to reconfigure the cluster storage to reflect the configuration you want for your
cluster. Also, name the cluster storage properly for proper identification during SQL Server 2014 failover
clustered instance installation.

= Failover Cluster Manager - |a

File Action View Help

= #n(E BHE

23 Failover Cluster Manager

1 Disks (4) Actions
a fijW\NRh;nltls_ﬂsuBCLus.TESTDOM; s ; o - "
i Nodes Name « Assigned To OwnerNode  Disk Number Capacty Iformatio | 5 Add Disk
4| Storege 24 F_DATA_DRIVE Avalable Storage SQLCLUSTERT 4 200GB &% Move Available Storage
Cﬁ”'s‘“ 24 G_LOG_DRIVE wailable Storage SQLCLUSTERT 2 400GB View
Poals -
5 Networks i H_BACKUP_DRIVE Avaiable Storage SQLCLUSTERI 5 400GB ) Refresh
1] Cluster Events 24 Q_QUORUM_DRIVE Disk Winess in Quonm  SQLCLUSTER1 3 1.00GB B e
F_DATA_DRIVE
7 Bring Online
d Bring
1 Take Offline
& Add to Cluster Shared ..
< ] >| | & Information Details...
= {4] Show Critical Events
v ?; F_DATA DRIVE Mare Actions
Remove
Volumes (1) x
[E] Properties
F_DATA_Drive (F) ﬁ Help
" NTFS 7.88 GB free of 7.57 GB
< m bd




Tuning Cluster Heartbeat Settings

In this section, we will tune the cluster heartbeat settings for multi-subnet clusters. We will use
Windows PowerShell to perform the following tasks.

NOTE: The communication between cluster nodes, more commonly known as the "heartbeat", needs to be
properly configured for the cluster to work efficiently. Inefficient communication between cluster nodes may
trigger a false failover, thus, it is necessary to properly tune the heartbeat settings.

There are two major settings that affect heartbeat. First, the frequency at which the nodes send signals to the
other nodes in the cluster (subnet delays) and, second, the number of heartbeats that a node can miss before
the cluster initiates a failover (subnet threshold). Rarely do we make modifications to these settings in a single-
subnet cluster because the default delay and threshold values are tolerable enough for the cluster to handle
without initiating a false failover. However, in a multi-subnet cluster, when the cluster nodes are too far away
from each other, the communication may take longer and could possibly miss heartbeats. The table below
outlines the default values for cluster subnet delays and thresholds.

Heartbeat Parameter Default value
SameSubnetDelay 1000 (in milliseconds)
SameSubnetThreshold |5 heartbeats
CrossSubnetDelay 1000 (in milliseconds)

CrossSubnetThreshold |5 heartbeats

We need to increase the values for the CrossSubnetDelay and CrossSubnetThreshold parameters of the
Windows Server Failover Cluster.

These steps can be performed on either of the nodes in your failover cluster. The steps below are performed
on SQLCLUSTERI1.

1. Open the Windows PowerShell console in Administrator mode
2. Type the following command. This will change the cross subnet delay value to 3 seconds and
the cross subnet threshold value of 7.

PS C:\> S$cluster = Get-Cluster;
PS C:\> S$Scluster.CrossSubnetDelay = 3000;
PS C:\> S$cluster.CrossSubnetThreshold = 7;



X Administrator: Windows PowerShell ==

: TESTDOMAIN.COM
: WINMULTISUBCLUS
: 6@
AdministrativeAccessPoint : ActiveDirectoryAndDns
BackupInProgress ;8
ClusSvcHangTimeout : 60
CLusSvcRegroupOpeningTimeout =5
ClusSvcReg runingTimeout ENs
ClusSvcReg) ageTimeout x5
ClusSvcReg ckInMilliseconds : 300
ClusterGroupiaitDelay 1 120
MinimumNeverPreemptPriority : 3000
MinimumPreemptorPriority T 1
ClusterEnforcedAntiAffinity :e
ClusterLoglevel ;3
ClusterLogSize : 300
CrossSubnetDelay
CrossSubnetThreshold
DefaultNetworkRole
Description
FixQuorum
WitnessDynamicheight
HangRecoveryAction
IgnorePersistentStateOnStartup

LogResourceControls
PlumbAllCrossSubnetRoutes

PreventQuorum
QuorumArbitrationTimeMax
RequestReplyTimeout
RootMemoryReserved
RouteHistoryLength
SameSubnetDelay
SameSubnetThreshold
Securitylevel
SharedVolumeCompatibleFilters
SharedvolumeIncompatibleFilters

This now changes the behavior of the cluster heartbeat to be more tolerable across multiple
subnets.

Install SQL Server 2014 on a Multi-Subnet Failover Cluster

In this section, we will install SQL Server 2014 failover clustered default instance on a multi-subnet
Windows Server Failover Cluster. We will run the installation process on the first node of our cluster,
SQLCLUSTER1.

1. Run setup.exe from the SQL Server 2014 installation media to launch SQL Server
Installation Center. Click on the Installation link on the left-hand side

2. Click the New SQL Server failover cluster installation link. This will run the SQL
Server 2014 Setup wizard

] SQL Server Installation Center \;‘i-

Planning - Mew SOL Server stand-alone installation or add features to an existing installation
Installation Launch a wizard to install SOL Server 2014 in a non-clustered environment or to add
features to an existing SQL Server 2014 instance.
Maintenance i
Toal h Mew SQL Server failover cluster installation
ools
Launch a wizard to install a single-node SQL Server 2014 failover cluster.
Resources
Advanced y ‘i'j‘ Add node to a SQL Server failover cluster
¥ Launch a wizard to add a node to an existing SQL Server 2014 failover cluster,
Options

Upgrade frem SQOL Server 2005, SQL Server 2008, SQL Server 2008 R2 or SOL Server 2012

Launch a wizard to upgrade SQL Server 2003, SOL Server 2008, SOL Server 2008 R2 or SOL
Server 2012 to SOL Server 2014,

L]

Microsoft SQL Server 2014

3. In the Product Key dialog box, enter the product key that came with your installation
media and click Next.



| Install a SQL Server Failover Cluster - -

Product Key

Specify the edition of SQL Server 2014 to install.

Product Key Validate this instance of SQL Server 2014 by entering the 25-character key from the Microsoft ~
certificate of authenticity or product packaging. You can alsa specify a free edition of SQL Server, such

License Terms B 5 5
as Evaluation or Express. Evaluation has the largest set of SQL Server features, as documented in SQL

Hrlns Server Books Online, and is activated with a 180-day expiration. To upgrade from one edition to

Microsoft Update ancther, run the Edition Upgrade Wizard.

Product Updates

Install Setup Files O Specify a fres adition:

Install Failover Cluster Rules Evaluation =
Setup Role

Enter the product key:
Feature Selection

Feature Rules

Feature Configuration Rules
Ready to Install
Installation Progress

Complete

< Back

4. In the License Terms dialog box, click the I accept the license terms check box and
click Next.

| Install a SQL Server Failover Cluster -

License Terms

To install SQL Server 2014, you must accept the Microsoft Software License Terms,

Product Key ~
MICROSOFT SOFTWARE LICENSE TERMS

License Terms

Global Rules MICROSOFT SQL SERVER 2014 ENTERPRISE SERVER/CAL EDITION

Mi ft Updats
\crosoft Update These license terms are an agreement between Microsoft Corporation (or based on where you

Product Updates live, one of its affiliates) and you. Please read them. They apply to the software named above,
Install Setup Files which includes the media on which you received it, if any. The terms alse apply to any Microsoft
Install Failover Cluster Rules s updates,

Setup Role

Feature Selection »  supplements, ~
Feature Rul .

eature Rules B 5
Feature Configuration Rules Copy  Print
feacitalial] | accept the license terms,

Installation Progress

Complete [ Turm on Customer Experience Improvement Program (‘CEIP') and frror Reporting to help improve the

quality, relisbility and performance of Microsoft SQL Server 2014,

See the Microsoft SOL Server 2014 Privacy Statement for more information.

* Microsoft SOL Server 2014 also includes a Visual Studio component that will have CEIP settings turned
off by default. If Visual Studio is installed, this component will use the CEIP settings for Visual Studio.

oo |[ netr ][ oms |

5. In the Global Rules dialog box, validate that the checks return successful results and
click Next.



| Install a SQL Server Failover Cluster Hi-

Global Rules

Setup Global Rules identify problems that might occur when you install SOL Server Setup support files. Failures must be
corrected before Setup can continue.

Product Key Operation completed. Passed: 8. Failed 0. Waming 0. Skipped 0.

Global Rules

Microst Upise

Product Updates View detailed repert

Install Setup Files

Install Failover Cluster Rules Rule Status
Setup Role (& | Setup administrator Passed
Feature Selection (@ setup account privileges Passed
Feature Rules (& Restart computer Passed
Feature Configuration Rules @ Windows Management Instrumentation (WMI) service Passed
Ready ta Install (@ Consistency validation for SOL Server registry keys Passed
Installation Progress (@ | Long path names to files on SOL Server installation media Passed
Complete (@ SOL Server Setup Product Incompatibility Passed

@ MET 2.0 and .NET 3.5 Service Pack 1 update for Windows 2008 ... | Passed

< Back ‘ | Next > | ‘ Cancel

6. In the Microsoft Update dialog box, click Next.

i Install a SQL Server Failover Cluster |;‘£-

Microsoft Update

Use Microsoft Update to check for important updates

Product Key Microsoft Update offers security and other impartant updates for Windews and other Microsoft
License Terms software, including SOL Server 2014, Updates are delivered using Automatic Updates, or you can visit
R the Microsoft Update website,

Microsoft Update

[] Use Microseft Update te check for updates (recommended)
Product Updates
Microsoft Update FAQ
Install Setup Files
Install Failover Cluster Rules Microsoft Update Privecy Statement
Setup Role
Feature Selection
Feature Rules
Feature Configuration Rules
Ready to Install
Installation Progress

Complete

[ <Bock |[ Net> |[ conca |

7. In the Install Failover Cluster Rules dialog box, validate that the checks return
successful results. If the checks returned a few warnings, make sure you fix them before
proceeding with the installation. Click Next.



Install Failover Cluster Rules
Setup rules identify potential problems that might occur while running Setup. Failures must be corrected before Setup
«can continue,

Product Key Operation completed. Passed: 19. Failed 0. Warning 4. Skipped 0.

Global Rules

Microsoft Update

Install Setup Files View detailed report

Install Failover Cluster Rules

Setup Role Rule Status ~

Ecat nElSEleehing I\ | Microsoft .NET Application Security Warning

Feature Rules @ Metwork binding order Pasced

Feature Configuration Rules i | Windows Firewall Warning

Ready to Install (& | DNS settings (SOLCLUSTERT) Passed

Installation Progress @ WOWE4 setup Passed

Complete (@ | Block install when Microsoft SQL Server 2014 CTP1 is present. | Passed 1
@ Windows Management Instrumentation (WMI) service (SQLCL... | Passed
@ Cluster Remote Access (SQLCLUSTERZ) Paszed -
@ Distributed Transaction Coordinator (MSDTC) installed (SOLCL... | Passed -
@ Remote registry service (SOLCLUSTER2) Passed
(@ | DNS settings (SQLCLUSTER2) Passed ™

| <Back || Next > H el || Help |

8. In the Setup Role dialog box, select the SQL Server Feature Installation option and
click Next.

Setup Role

Click the SOL Server Feature Installation option to individually select which feature componenis to install, or click a
feature role to install a specific configuration.

Product Key

License Terms

Global Rules

Microsoft Update

Install Setup Files

Install Failover Cluster Rules
Setup Role

Feature Selection

Feature Rules

Feature Configuration Rules
Ready to Install

Installation Progress

Complete

(®) SOL Server Feature Installation

Install SQL Server Database Engine Services, Analysis Services, Reporting Services, Integration Services,
and cther features.

(0 SOL Server PowerPivot for SharePoint

Install PowerPivot for SharePoint on a new or existing SharePoint server to support PowerPivot data
access in the farm. Optionally, add the SOL Server relational database engine to use as the new farm’s
database server,

Add SOL Server Dat:

se Relational Engine Services to this installation.

‘ ‘ Cancel ‘ ‘ Help

-

9. In the Feature Selection dialog box, select the following components — Database Engine

Services, Client Tools Connectivity and Management Tools. Click Next.
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Feature Selection

Select the Enterprise features to install.

Product Key Features: Feature description:
e TS Instance Features * || The cenfiguration and operation of each ~
Global Rules Database Engine Services instance feature of a 5OL Server instance is =
Microsoft Update SOL Server Replication isolated from other SQL Server instances. SQL
Ull-Text and Semantic Extractions for Sea Server instances can operate side-by-side on |
Install Setup Files =
? Data Quality Services Prerequisites for selected features:
Install Failover Cluster Rules . .
[ Analysis Services .
Setup Role [] Reporting Services - Native Ajraady installed: -
. shares & porting i Windows PowerShell 2.0
Firet==E ared Features Microsaft NFT Framewnrk 3.5 hd
Feature Rules [ Reporting Services - SharePoint < 1] >
e G O REpOI‘tIﬂg.SENI(ES Add-in for SharePoint Prot Disk Space Requirements
[ Data Quality Client
Cluster Resource Group Client Tools Connectivity Drive C: 2851 MB required, 10882 MB available | ~
Cluster Disk Selection [ | Integration Services N
Cluster Netwerk Configuration < i ke e
Server Configuration
o Select Al ‘ | Unselect Al |

Database Engine Configuration
Feature Configuration Rules Instance root directory: |C:\ngram Files\Microsoft 5QL Server\, ‘ lzl
Ready to Install "

g Shared feature directory: |C:\ngram Files\Microsoft 5QL Server\. ‘ [l
Installation Progress
Complete Shared feature directory (x86): |C:\Prugram Files (x88)\Microsoft SOL Server\, ‘ II'

| < Back | | Next > | ‘ Cancel | | Help |

10.In the Feature Rules dialog box, verify that all the rules have passed. If the rules

returned a few warnings, make sure you fix them before proceeding with the installation.
Click Next.

o Install a SQL Server Failover Cluster I;Ii-

Feature Rules

Feature rules identify problems that might block this setup operation based on the features selected.

Product Key Cperation completed. Passed: 3. Failed 0. Waming 0. Skipped 0.
Global Rules

Microsoft Update Hide details <<

Install Setup Files View detailed report

Install Failover Cluster Rules

Setup Role Rule Status
Feature Selection @ Cluster supported for edition Passed
Feature Rules @ Prior Visual Studie 2010 instances requiring update. Passed
Instance Configuration @ Microsoft [MET Framewaork 3.5 Service Pack 1 is required Passed

Cluster Resource Group
Cluster Disk Selection

Cluster Network Configuration
Server Configuration

Database Engine Configuration
Feature Configuration Rules
Ready to Install

Installation Progress

Complete

| < Back | | MNext » | | Cancel | | Help

11.In the Instance Configuration dialog box, enter the following details:

e SQL Server Network Name: SQLCLUSTER
e Instance ID: MSSQLSERVER

Click Next.



i Install a SQL Server Failover Cluster I;li-

Instance Configuration

Specify the name and instance ID for the instance of SOL Server. Instance ID becomes part of the installation path.

Product Key Specify a network name for the new SQL Server failover cluster. This will be the name used to identify
License Terms your failover cluster on the network.

Global Rules [g,QL Server Network Name:  |SQLCLUSTER| [
Microsoft Update

Install Setup Files

efault instance

Install Failover Cluster Rules =

Setup Role () Named instance: MSSQLSERVER
Feature Selection

Feature Rules UnstancelD: TSSOLSERVER I

Instance Configuration

e e SQL Server directory: CA\Program Files\Microsoft SOL Server\MSSQL12 MSSQLSERVER

Cluster Disk Selection

Cluster Netwark Configuration Detected SQL Server instances and features on this computer

Server Configuration Instance Cluster Network Name Features Edition Yersion Inst
Database Engine Canfiguration

Feature Configuration Rules

Ready to Install

Installation Progress

Complete < 1] >

| < Back | | Mext > ‘ ‘ Cancel | | Help |

12.1In the Cluster Resource Group dialog box, check the resources available on your Windows
Server Failover Cluster. This tells you that a new Resource Group will be created on your
cluster for the SQL Server instance. To specify the SQL Server cluster resource group name,
you can either use the drop-down box to specify an existing group to use or type the name
of a new group to create it. Accept all the defaults and click Next.

e Install a SOL Server Failover Cluster \;‘i-

Cluster Resource Group

Create a new cluster resource group for your SQL Server failover cluster.

Product Key Specify a name for the SOL Server cluster resource group. The cluster resource group is where SOL Server
failover cluster resources will be placed. You can choose to use an existing cluster resource group name

License Terms
or enter a new cluster resource group name to be created.

Global Rules

Microsoft Update SOL Server cluster resource group name: | SQL Server (MSSOLSERVER) hd
Install Setup Files

Install Failover Cluster Rules

Qualified Mame Message
Setup Role =y . " - -
@ Available Storage The cluster group 'Available Storage’ is reserved by Windows Fai...
Feature Selection =
@ Cluster Group The cluster group 'Cluster Group' is reserved by Windows Failov...

Feature Rules

Instance Configuration
Cluster Resource Group
Cluster Disk Selection

Cluster Network Configuration
Server Configuration

Database Engine Configuration
Feature Configuration Rules
Ready to Install

Installation Progress

complet

| < Back | | Mext » | | Cancel ‘ ‘ Help |

12.In the Cluster Disk Selection dialog box, select the available disk groups that are on the
cluster for SQL Server 2014 to use. Click Next.
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Cluster Disk Selection

Select shared cluster disk rescurces for your SQL Server failover cluster.

Product Key Specify the shared disks to be included in the SQL Server resource cluster group. The first drive will be

(Fezren Tramgs used as the default drive for all databases, but this can be changed on the Database Engine or Analysis
Services configuration pages.

Glahal Rules

F_DATA_DRIVE
G_LOG_DRIVE
H_BACKUP_DRIVE

Microsoft Update
Install Setup Files
Install Failover Cluster Rules

Setup Role

Feature Selection
Available shared disks:
Feature Rules

Instance Configuration Qualified | Disk Message
Cluster Rescurce Group F_DATA DRIVE
&
Cluster Disk Selection @ |6.106DRIE
Cluster Network Configuration @  |H_BACKUP_DRI.
Server Configuration [O)] G _CQUORUM_D... | The disk resource ‘G QUORUM_DRIVE' cannot be used because it is a clust...

Database Engine Configuration

Feature Configuration Rules

Ready to Install

Installation P
nstallation Progress
Complete

‘ <Back || Next > || T || Help |

13.1In the Cluster Network Configuration dialog box, enter the virtual IP address and
subnet mask that the SQL Server 2014 cluster will use. Notice that the setup process has
detected the existence of multiple network subnets. These are the names of the network
adapters that have been defined in the Windows Server 2012 R2 Failover Cluster. Since
the installation is performed on a cluster node that belongs to one of the network subnets,
only that option will be available. The other option to assign a virtual IP address will be
made available when the Add Node option is selected to install an additional node in the
cluster.

We will be using the following information for the SQL Server failover cluster instance.

Virtual Server Name Networks IP Address

172.16.0.0/24 172.16.0.213
SQLCLUSTER

192.168.0.0/24 |192.168.0.213

Select the checkbox beside the IPv4 column as a static IP addresses will be used.
Click Next.



Torl Install a SQL Server Failover Cluster

Cluster Network Configuration

Select network resources for your SQOL Server failover cluster.

Product Key Specify the network settings for this failover cluster
License Terms

[a] IPType DHCP  Address Subnet Mask

Subnet(s) Metwork

Global Rules z T
Pvd C] 172160213 255.255.0.0

Microsoft Update

172.16.0.0/16 LAN-DC1 I

] 1Pva L] 1255.255.255.0

Install Setup Files

Install Failover Cluster Rules
Setup Role

Feature Selection

Feature Rules

Instance Configuration

Cluster Resource Group
Cluster Disk Selection

Cluster Network Configuration
Server Configuration

Database Engine Configuration
Feature Configuration Rules
Ready to Install

Installation Progress

Complete

[102.168.0.0/24 |LAN-DC2

Net> || coneel || hep |

NOTE: The network adapter settings that will be displayed in this dialog box will depend on how the
cluster network adapters are configured. Be sure to configure the iSCSI network adapters with the Do
not allow cluster network communication on this network option.

14.1n the Server Configuration dialog box, use the following credentials for the SQL Server
service accounts in the Service Accounts tab. Make sure that both the SQL Server Agent
and SQL Server Database Engine services have a Startup Type of Manual. The Windows
Server Failover Cluster will take care of stopping and starting the service. Also, set the
Collation property for the instance according to your application requirement.

SQL Server Agent: TESTDOMAIN\sqlservice
SQL Server Database Engine: TESTDOMAIN\sqlservice



Click Next.

|

Server Configuration

Install a SOL Server Failover Cluster

Specify the service accounts and collation configuration.

Product Key

License Terms

Global Rules

Microsoft Update

Install Setup Files

Install Failover Cluster Rules
Setup Role

Feature Selection

Feature Rules

Instance Configuration
Cluster Resource Group
Cluster Disk Selection

Cluster Metwerk Cenfiguration
Server Configuration
Database Engine Configuration
Feature Configuration Rules
Ready to Install

Installation Progress

Complete

Service Accounts | Collation

Microsoft recommends that you use a separate account for each SQOL Server service.

Service Account Mame Password Startup Type
5QL Server Agent TESTDOMAIN\sglservice  |sesennne Manual ||

o [V]

SQL Server Database Engine RESRDOMAIN\sqlservice

50L Full-text Filter Daemon Launc... | NT Service\MSSQLFDLa... Manual
SQL Server Browser NT AUTHORITVALOCAL ...
< Back | | MNext = | | Cancel ‘ ‘ Help

15.In the Database Engine Configuration dialog box, select the appropriate Authentication
Mode in the Server Authentication tab. If you want to add the currently logged on user
to be a part of the SQL Server administrators group, click the Add Current User button.
Otherwise, you can add the appropriate domain accounts or security groups.

- I:I-
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Database Engine Configuration

Specify Database Engine authentication security mode, administrators and data directories.

Praduct Key Server Configuration | Data Directories | FILESTREAM

License Terms

Global Rules
Microsoft Update
Install Setup Files

Specify the authentication mode and administrators for the Database Engine.

Authentication Mode

(® Windows authentication mode

Install Failover Cluster Rules

() Mixed Mode (SOL Server authentication and Windows authentication)
Setup Role

Feature Selection Specify the password for the SQL Server system administrator (sa) account.

RSt EHuIES Enter password:
Instance Canfiguration
Cluster Resource Group ContilimipEEe e

Cluster Disk Selection Specify SOL Server administrators

Cluster Network Configuration

TESTDOMAIN\administrator (Administrator)

SQL Server administrators
have unrestricted access
to the Database Engine.

Server Configuration
Database Engine Configuration

Feature Configuration Rules

Ready to Install

Installation Progress Add Current User | | Add... | ‘ Remove |

Complete

In the Data Directories tab, enter the following
e Data root directory: F:\
¢ User database directory: F:\SQLSERVER\MSSQL\Data
¢ User database log directory: G:\SQLSERVER\MSSQL\Data



¢ Temp DB directory: T:\SQLSERVER\MSSQL\Data
e Temp DB log directory: T:\SQLSERVER\MSSQL\Data
o« Backup directory: H:\SQLSERVER\MSSQL\Backup

it Install a SQL Server Failover Cluster I;‘i-

Database Engine Configuration

Specify Database Engine authentication security mode, administrators and data directories.

Product Key Server Configuration | Data Directories | FILESTREAM

License Terms
Global Rules Data root directory: |F:\ ‘ [I
Microsoft Update System database directory:  F:AMSSQL12.MSSQLSERVER\MSSQL\Data

Install Setup Files

User database directory:  |FASQLSERVER\MSSQL\Data | [|

Install Failover Cluster Rules
Setup Role User database log directory: ~[G:\SQLSERVER\MSSQL\Data ‘ I:I

Feature Selection

Temp DB directory: [FasaLservERWMSSQL\Data ‘ El

Feature Rules
S ET T Temp DB log directory: [T2\S0LSERVERWMSSOL\Data ‘ I:I

Cluster Resource Group Backup directory: |H:\SQLSERVER\M 5501 \Backup| \ I:I
Cluster Disk Selection

Cluster Netwerk Configuration
Server Configuration

Database Engine Configuration
Feature Configuration Rules
Ready to Install

Installation Progress

Complete

| < Back || Mext > || Eomedl || Help ‘

NOTE: Introduced in SQL Server 2012 is the option to store the tempdb database on a local drive instead
of a clustered drive. Should you decide to do so, you will get prompted to make sure that all of the nodes
in the cluster contain the same directory structure and that the SQL Server service account has read/write
permissions on those folders.

Install a SOL Server Failover Cluster

=% You have specified a local directory T:\SQLSERVER\MSSQL\Data as the tempdb data or log directory
4-‘ for a SQL Server cluster. To avoid possible failures during a failover, you must make sure that the
zame directory exists on each cluster node and grant read/write permission te SQL server service.

16.In the Feature Configuration Rules dialog box, click Next.



Feature Configuration Rules

Setup is running rules to determine if the failover cluster installation operation will be blocked. Far more information, click

Help.
Product Key Operation completed. Passed: 2. Failed 0. Warning 0. Skipped 0.
Global Rules

Microsoft Update Hide details <<

Install Setup Files View detailed report

Install Failover Cluster Rules

Setup Role Rule Status
Feature Sclection  |FAT32 File System Passed
Feature Rules @ Cluster Resource DLL Update Restart Check Passed

Instance Configuration

Cluster Resource Group
Cluster Disk Selection

Cluster Network Configuration
Server Configuration

Database Engine Configuration
Feature Configuration Rules
Ready to Install

Installation Progress

Complete

17.In the Ready to Install dialog box, verify that all configurations are correct. Click Next.

Ready to Install

Verify the SOL Server 2014 features to be installed.

Product Key Ready to install the SQL Server 2014 failover cluster:

License Terms = Summary =
Global Rules Edition: Enterprise

Microsoft Update i Action: InstallFailoverCluster _
Install Setup Files &3 Prerequisites

[=- Already installed:

Install Failover Cluster Rules . Windows PowerShell 2.0

Setup Role - Microsoft .MET Framework 3.3
Feature Selection - Microsoft .NET Framework 4.0
Feature Rules [=- Te be installed from media:

- Microsoft Visual Studic 2010 Redistributables
Micresoft Visual Studic 2010 Shell

= General Cenfiguration

Cluster Disk Selection [=- Features

Instance Configuration
Cluster Resource Group

Cluster Metwark Configuration - Database Engine Services

- 50L Server Replication

- Full-Text and Semantic Extractions for Search
-- Data Quality Services

Server Configuration

Database Engine Configuration

Feature Configuration Rules Client Tools Connectivity .
Ready to Install . : _“ Tonle Docie
Installation Progress Configuration file path:
Complete C:\Program Files\Microsoft SQL Server\120\5etup Bootstrap'Log\20140818_230558\ConfigurationFile.ini ‘
‘ < Back ‘ ‘ Install ‘ | Cancel | | Help |
|

14.0Once the installation finishes, in the Complete dialog box, click Close.



Complete

Your SOL Server 2014 failover cluster installation is complete.

Product Key

License Terms

Global Rules

Microsoft Update

Install Setup Files

Install Failover Cluster Rules
Setup Rele

Feature Selection

Feature Rules

Instance Configuration

Cluster Resource Group
Cluster Disk Selection

Cluster Network Configuration
Server Configuration

Database Engine Configuration
Feature Configuration Rules
Ready to Install

Installation Progress
Complete

Informaticn about the Setup operation or possible next steps:

Feature Status

Succeeded

Management Tools - Complete

() Client Tools Connectivity Succeeded
(@ Management Tools - Basic Succeeded ]
() Database Engine Services Succeeded
(@ Data Quality Services Succeeded [
{4 Full-Text and Semantic Extractions for Search Succeeded v

Details:

Viewing Preduct Documentation for SQL Server

(Only the components that you use to view and manage the documentation for SQL Server have
been installed. By default, the Help Viewer component uses the online library. After installing
1SQL Server, you can use the Help Library Manager component to download documentation to
'vour local computer. For more information, see Use Microsoft Books Online for SQL Server

(<http://go. microsoft. com/fwlink/?LinklD=299578>).

Summary log file has been saved to the following location:

C\Program Files\Microsoft SQL Server1204Setup BootstraphL
“Summary SQLCLUSTERT 20140818 230558 tat

20140818 230558

[m]>

[<]

Close ‘ ‘ Help




Adding a Node on a SQL Server 2014 Multi-Subnet Cluster

In this section, we will add a node to the SQL Server 2014 failover clustered default instance on a
multi-subnet Windows Server Failover Cluster. We will run the installation process on the second
node of the cluster, SQLCLUSTER2.

To add a node on a SQL Server 2014 multi-subnet failover clustered instance:

1.
2.

Run setup.exe from the installation media to launch SQL Server Installation Center.
Click on the Installation link on the left-hand side. Click the Add node to a SQL Server
failover cluster link. This will run the SQL Server 2014 Setup wizard.

o SQL Server Installation Center = || =] -
Planning 4 MNew SOL Server stand-alone installation or add features to an existing installation

Launch a wizard to install SQL Server 2014 in a non-clustered environment or to add
features to an existing SQL Server 2014 instance.
Maintenance

T MNew SOL Server failover cluster installation
ools
Launch a wizard to install a single-node SQL Server 2014 failover cluster.

Resources

[ SIF Add node to a 5QL Server failover cluster
S
Advanced g II

Launch a wizard to add a node to an existing SCL Server 2014 failover cluster.

Options
ﬁ” Upgrade from SOL Server 2003, SCL Server 2008, SQL Server 2008 RZ or SQL Server 2012

Launch a wizard to upgrade SQL Server 2003, SQL Server 2008, SQL Server 2008 R2 or SQL
Server 2012 to SOL Server 2014,

Microsoft SQL Server 2014

In the Product Key dialog box, enter the product key that came with your installation media
and click Next.

In the License Terms dialog box, click the I accept the license terms check box and
click Next.

In the Global Rules dialog box, validate that the checks return successful results and
click Next.

In the Microsoft Update dialog box, click Next.

In the Add Node Rules dialog box, validate that the checks return successful results. If the
checks returned a few warnings, make sure you fix them before proceeding with the
installation. Click Next.

In the Cluster Node Configuration dialog box, validate that the information for the
existing SQL Server 2014 failover clustered instance is correct. Click Next.



it Add a Failover Cluster Node

Cluster Node Configuration

Add a node to an existing SQL Server failover cluster.

Product Key
License Terms
Global Rules
Microsoft Update
Install Setup Files
Add Node Rules

SOL Server instance name: ‘ MSSQLSERVER

Name of this node: [saLcLusTer:

Disk Space Requirements: | Drive C: 2851 MB required, 10915 MB available

Cluster Node Configuration
Cluster Network Configuration

= Instance sy
Service Accounts Name Network Features Nodes
Feature Rules Name L
Ready to Add Node SOLCLUSTER SOLEngine, Q... |SQLCLUSTER]
Add Node Progress
Complete

‘ <Back || Next > || [ || Help |

9. In the Cluster Network Configuration dialog box, enter the virtual IP address and subnet
mask that the SQL Server 2014 failover cluster instance will use in the network subnet that
the second node is in - 192.168.0.213. Notice that the setup process also detected the
existence of two network subnets. Since the virtual IP address for the 172.16.0.0/16
subnet has already been configured, that option has been disabled.

NOTE: A message box that gives you a brief explanation of how the OR logic dependency works will
be displayed. Click the Yes button in the message box. Click Next.

i

Add a Failover Cluster Node

Cluster Network Configuration

Specify additional IP addresses that are available and valid on the current node and subnet (previously-configured SGQL
Server failover cluster IP addresses are shown read-only and dimmed).

Product Key
License Terms
Global Rules
Microsoft Update
Install Setup Files
Add Node Rules
Cluster Node Configurati

Specify the network settings for this failover cluster:

Address Subnet Mask

[ 192.168.0.213 255.255.235.0

172.18.0.213 233.235.0.0

= | O X
Subnet(s) Network
192.168.0.0/24 LAN-DC2 [
—
172.16.0.0/16 LAN-DC1

Cluster Network Config
Service Accounts
Feature Rules

Ready to Add MNode
Add Mode Progress
Complete

4

Add a Failover Cluster Node

% SQL Server Setup detected that there are multiple subnets. Because of this, Setup sets the IP address
)| resource dependency using an OR relationship for SQL Server multi-subnet failover dustering, so

failover to other nodes dees not happen until all the network cards fail on the node that owns the
failover cluster. This may impact multi-homed cluster configurations on a subnet when dlient
connections become unavailable. Do you want to proceed with SQL Server multi-subnet failover
cluster canfiguration?

Refresh

/r S0L Server Setup detected that there are multiple subnets. Because of this, Setup sets the IP address re... ‘

< Back Mext > Cancel

Help

10.In the Service Accounts dialog box, verify that the information is the same as what was
used to configure the first node. Click Next.



|

Service Accounts

Add a Failover Cluster Node

Specify the service accounts and collation configuration.

Product Key Microscft recommends that you use a separate account for each SQL Server service.
=z lzne Service Account Mame Passwaord Startup Type
Global Rules SOL Full-text Filter Daemen Launcher | NT Service\MSSQLFDLaun... Manual
Microsoft Update SOL Server Database Engine TESTDOMAIM sqlservice  sesssans Manual
Install Setup Files SOL Server Browser NT AUTHORITY\LOCAL SE. |Automatic  |v |
Add Node Rules SOL Server Agent TESTDOMAIN\sglservice  ewsssens Manual
Cluster Nede Configuration
Cluster Network Configuration
Service Accounts
Feature Rules
Ready to Add Node
Add Node Progress
Complete

| < Back ‘ | Mext > ‘ ‘ Cancel | ‘ Help

11.In the Feature Rules dialog box, click Next.

12.In the Ready to Add Node dialog box, verify that all configurations are correct and
click Install.

13.0nce the installation finishes, in the Complete dialog box, click Close. This concludes
adding a node to a SQL Server 2014 Multi-Subnet Cluster.

==

i Add a Failover Cluster Node

Complete

Your SQL Server 2014 failover cluster add node operation is complete.

RioduEkey Informaticn about the Setup operation or possible next steps:

License Terms
Global Rules

Feature Status

2 Management Tools - Complete Succeeded

Microsoft Update @ Client Tools Connectivity Succeeded
Install Setup Files (@ Management Tools - Basic Succeeded
Add Mode Rules @Datahase Engine Services Succeeded
P . .
Cluster Node Configuration QData Quality Services Succeeded
{2 Full-Text and Semantic Extractions for Search Succeeded h

Cluster Metwerk Cenfiguration
Service Accounts

Feature Rules Details:
Ready to Add Node
Add Mode Progress

Complete

Viewing Product Documentation for SQL Server

m| >

Only the components that you use to view and manage the documentation for SQL Server have
been installed. By default, the Help Viewer component uses the online library. After installing
SQAL Server, you can use the Help Library Manager component to download documentation to
'your local computer. For more information, see Use Microsoft Books Online for SQL Server
(<http://go.microsoft com/fwlink/?LinkID=293578>).

Summary log file has been saved to the following location:

C\Program Files\Microsoft SGL Server\120\Setup Bootstraptlogh20140819 010758
‘Summary SQLCLUSTERZ 20140819 010758.txt

| Close | | Help ‘

NOTE: When storing the tempdb database in a local drive instead of a clustered drive, be sure that:

e The same drive letter and folder structure exists in all of the nodes in the cluster
e The SQL Server service account has the appropriate permissions on the folder where tempdb will be
created



Tuning the SQL Server 2014 Failover Clustered Instance DNS Settings

In this section, we will tune the SQL Server 2014 failover clustered instance DNS settings for multi-
subnet clusters. We will use Windows PowerShell to perform the following tasks.

NOTE: Client workstations and applications cache DNS entries for a period of time before checking with the
DNS server to see if the name resolution has changed. This is called the Time-To-Live (TTL) value and, for
cluster resources, the default value is 1200 seconds, or 20 minutes. This can significantly impact recovery
time objective (RTO.) We can decrease the DNS TTL value of the virtual server name for the SQL Server 2014
failover clustered instance to 300 seconds or 5 minutes by changing the HostRecordTTL property value.
Discuss this with your network engineers to make sure that they understand the impact of the change to the
overall network infrastructure.

These steps can be performed on either of the nodes in the failover cluster. The steps below are performed on
SQLCLUSTERI1.

1. Open the Windows PowerShell console in Administrator mode
2. Type the following command. This will change the DNS TTL value of the virtual server name
for the SQL Server 2014 failover clustered instance to 300 seconds (5 minutes).

PS C:\>#List different cluster resources

PS C:\>Get-ClusterResource | Select Name, ResourceType

PS C:\>#List parameters and their values of the SQL Server Network name

PS C:\>Get-ClusterResource "SQL Network Name (SQLCLUSTER)" | Get-ClusterParameter
PS C:\>#Set parameter value

PS C:\>Get-ClusterResource "SQL Network Name (SQLCLUSTER)" | Set-ClusterParameter
HostRecordTTL 300

X Administrator: Windows PowerShell
PS5 C:\> Get-ClusterResource | Select Name, ResourceType

MName

r IP Address
Cluster IP Address 172.16.0.112 IP Address
Cluster Name Network MName
F_DATA_DRIVE Physical Disk
G_LOG_DRIVE Physical Disk
H_BACKUP_DRIVE Physical Disk
Physical Disk
IP Address 1 (SQLCLUSTER) IP Address
IP Address 2 (SQLCLUSTER) IP Address
Network Name (SQLCLUSTER) Network Name
Server SQL Server
Server Agent SQL Server Agent

" | Get-clusterParameter

Name Value
Network (SQLCLUSTER) Name SQLCLUSTER
Network (SQLCLUSTER) DnsName SQLCLUSTER
Network (SQLCLUSTER) Aliases
Network (SOLCLUSTER) RemapPipeNames 1 UInt32
Network (SQLCLUSTER) HostRecordTTL 1200 UInt32
Network (5QLCLUSTER) RegisterAllProvidersIP 1 UInt32
Network (SQLCLUSTER) PublishPTRRecords 2] UInt32
Network (SQLCLUSTER) ResourceData {1, @, @, @...} ByteArray
Network (SQLCLUSTER) StatusNetBIOS ] UInt32
Network (SQLCLUSTER) StatusDNS ] UInt32
Network (SQLCLUSTER) StatusKerberos 2] UInt32
Network (SQLCLUSTER) CreatingDC \\AD-DC1.TESTDOMAIN.COM string
Network (SQLCLUSTER) LastDNSUpdateTime 8/19/2014 12:02:05 AM DateTime
Network (SQLCLUSTER) ObjectGUID 5d7878007316b240b2d5707da6. .. String
Network (SQLCLUSTER) DnsSuffix TESTDOMAIN.COM String
Network (SQLCLUSTER) ADAware 1 UInt32

PS C:\> Get-ClusterResource "SQL Network Name (SQLCLUSTER)" | Set-ClusterParameter HostRecordTTL 300
WARNING: The properties were stored, but not all changes will take effect until SQL Network Name (SQLCLUSTER) is taken
offline and then online again.




3. Take the virtual server name for the SQL Server 2014 failover clustered instance offline and
back online for the changes to take effect.

Testing Application Connectivity

In this section, we will test application connectivity for SQL Server 2014 multi-subnet failover
clustered instance. We will use SQL Server 2014 Management Studio and SQLCMD to perform
the following tasks.

NOTE: In order for client applications to be automatically redirected during a cluster failover, they need to
either be using

1. the SQL Server 2012 Native Client or higher
2. the Data Provider for SQL Server in .NET Framework 4.02 or above
3. the Microsoft JDBC Driver 4.0 for SQL Server

A new connection string parameter named MultiSubnetFailover is made available to allow
applications to simultaneously try all the IP addresses assigned for the SQL Server 2014 multi-
subnet failover clustered instance name and connects to the first one that responds. The parameter
can be used with SQL Server Management Studio under the Additional Connection
Parameters tab.

ad Connect to Server -

Microsoft SQL Server 2014

Login | Connection Properties I Addtional Connection Parameters I

Enter addttional connection string parameters (will be sent in clear text):

MuttiSubnet Failover=True| I

{Note: Connection string parameters ovemide graphical selections on
other panels)

| Connect || Cancel H Help || Options <<

The =M parameter in sqlemd can also be used as shown below.



SQLCMD

nreglemd A7

icrosoft (R> SGL Server Command Line Tool

ersion 12.8.2000.8 NT

opyright (c) 2014 Microsoft. All rights reserved.

[-U login idl [-P passwordl
[-H hostname]l [-E trusted connection]
Trust Server Certificatel

login timeout] —t guery timeout]
¢ screen widthl

8 serverl]
[-N Encrypt ConnectionlL

use datahase namel [-1
headers1 [ colzseparator] [
packetsizel [ echo input] [-I Enable Quoted Identifiers]
[-LIc] list serverslclean outputl]
[-Q@ "cmdline guery" and exit]
e [-U severitylevell [-H remove trailing spaces]
unicode output] [-r[@i1] msgs to stderr]
inputfilel [0 outputfilel [z new password]
{codepage> | i:{codepage>[.o:{codepage>1] [-Z new password and exit]
[-k[1i2] removelreplacel control characters]
[-y variable length type display widthl
[-¥ fixed length type display widthl

wsage: Sglemd
[_

[-p[1]1 print statisticslcolon formatl]l
[ use client regional settingl
aonlication dotaot ]
multisubnet failoverl
THatch abort 1

[-A dedicated admin connectionl
[and exit1]

var = "walue -1
startup script, environment wvariahles

[1]1 disable commands.
disable variable substitutionl
show syntax summaryl

:nrsglemd —SSOLCLUSTER -E -M
» SELECT RESERUVERNAME
> GO

SQLCLUSTER

(1 wrouws affected)
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