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Introduction

A SQL Server 2014 multi-subnet failover clustered instance is a configuration where each node of the
cluster is connected to a different network subnet or subnets. These network subnets can be in the
same location or in a remote site commonly used for disaster recovery. This configuration provides the
benefit of having both high availability and disaster recovery solution to meet business' recovery
objectives for SQL Server 2014 databases.

This guide is intended for experienced Windows system administrators, IT professionals and SQL
Server database administrators who would like to install and configure a 2-node Windows Server 2012
R2 Failover Cluster that will host a SQL Server 2014 multi-subnet failover clustered instance.

Assumptions
When using this guide, a few assumptions have been made

1 Windows Server 2012 R2 is installed on each server that will be used for the cluster and that
they are joinedto the same Active Directory domain .

1 Configuration of the shared storage used for the cluster is outside the scope of this
document. E nlist the assistance of your storage vendors and engineers to accomplish this
task. For demonstration purposes, an iSCSI storage is used in this document ; in particular,
StarWind Virtual SAN

1 You have decided which quorum model will be used by the failover cluster. This document
will use a disk witness as the quorum model.



http://www.starwindsoftware.com/starwind-virtual-san

Network Architecture Design

Proper network architecture design is key to successfully implementi ng a multi -subnet SQL Server
2014 failover cluster instance. Enlist the help of your network engineers to make sure that your
design complies with your corporate standards and done appropriately . Below is the network
diagram that will be used to implement the multi -subnet SQL Server 2014 failover cluster ed
instance .
DC1 DC2
(AD/DNS) (AD/DNS)
172.16.0.200 192.168.0.200
S S
o o
= =
SQLCLUSTERL SQLCLUSTER2
50L Server 2014 o = SQL Server 2014
172.16.0.111 o~ y 192.168.0.111
10.0.0.111 (iSCSI1) :?' Q ; ? 10.0.1.111 (iSCSI1)
10.0.20.3 (i5CS12) 10.0.20.4 (iSCS12)
197.160.0.111 (Heartbeat) \%- \% 197.160.1.111 ;Hcartheat}

SANZ
10.0.1.100

10.0.20.1 10.0.20.2

There are twodomaincontrollers - DC1 and DC2 - inthe same Active Directory domain. The domain
controllers are in different network subnets, each on a dedicated Active Directory site and
configured for replication . Cluster nodes SQLCLUSTER1 and SQLCLUSTER2 have four network
adapters - one for production traffic, one for heartbeat communication and two for the iSCSI
storage. Technically, there is no shared storage in a multi -subnet cluster be cause each node will
have its own storage subsystem. However, the storage subsystem used by one node is an exact

replica of the storage subsystem being used by the other nodes. In the environment described
above , storage system SAN1 is being replicated ove r to SAN2 via a TCP/IP connection. A
breakdown of the servers, storage systems and IP addresses is shown in the table below.



Hostname IP Address Purpose

DC1 172.16.0.100 Domain Controller/DNS Server

DC2 192.168.0.100 Domain Controller/DNS Server
172.16.0.111 Cluster Node 1 - public traffic

SQLCLUSTER1 |197.160.0.111 Heartbeat communication

10.0.0.111 /10.0.20.3 |iSCSI communication to SAN1  /SAN2
192.168.0.111 Cluster Node 2 - public traffic
SQLCLUSTER2 |197.160.1.111 Heartbeat communication

10.0 .1.111 /10.0.20.4 |iSCSI communication to SAN 1/SAN2

SAN1 10.0.0.100 /10.0.20.1 |iSCSI communication
SAN2 10.0.1.100 /10.0.20.2 |iSCSI communication
Active Directory Domain Name : TESTDOMAIN. COM

iISCSI storage primary IP addresses: SAN1 ( 10.0.0. 100 and 10.0. 20.1) and SAN2 ( 10.0. 1.100
and 10.0.20.2)

Cluster Nodes: SQLCLUSTER1 & SQLCLUSTER2
Cluster Disks: Q:\, F\, G\ &H:\

Windows Server Failover Cluster Name and IP Address: WIN MULTISUB CLUS (172.16.0. 112
and 192.168.0. 112)

SQL Server Failover Cluster Nam e and IP Address: SQLCLUSTER (172.16.0. 213 and
192.168.0. 213)

SQL Server Service Account: TESTDOMAIN \ sqlservice



Adding Required Windows Features

In this section, we will add the required Windows features to configure our multi -subnet failover

cluster:

1. Openthe Server Manager Dashboard and click the Add roles and features link.

2.

This will runthe Add Roles and Features Wizard

) Server Manager = | & [

Server Manager * Dashboard

WELCOME TO SERVER MANAGER

B Local Server
i Al Servers
o Configure this local server
W File and Storage Services b
QUICK START

and features

WHAT'S NEW

Hide

LEARN MORE

ROLES AND SERVER GROUPS

Roles: 1 | Servergroups:1 | Servers total: 1
] ;!f;é‘:fwag& 1 § Local Server 1
(@ Manageability (@ Manageability
Events Events
Performance Services
BPA results Performance
Inthe Select Features dialog box, selectthe  .NET Framework 3.5 Features (select

only the .NET Framework 3.5 option ), Failover ClI ustering andt he Multipath I/O
checkbox es and click Next .

NOTE: The .NET Framework 3.5 is a requirement for SQL Server 2014 and is no
longer installed by the SQL Server setup process. Even if the .NET Framework 4. 5 is
installed by Windows Server 2012 R2, t he .NET Framework 3.5 is not installed with

it and has to be explicitly installed.

= Add Roles and Features Wizard [= = =

DESTINATION SERVER

Select features SOLCLUSTER1TESTDOMAIN.COM

Before You Begin Select one or more features to install on the selected server,

Features Description

~]|  Multipath /0, along with the

[ Direct Play Microsoft Device Specific Module

= [] Enhanced Storage (DSM) or a third-party DSM,
T provides sppert fr sing mulipe
e — data paths to a storage device on

T Group Policy Management Windows.

[ IS Hostable Web Core
[ Ink and Handwriting Services
[ Intemet Printing Client
[ 1P Address Management (IPAM) Server
[ iSNS Server service
[] LPR Port Menitor
[ Management OData |15 Extension
[ Media Foundation
b [] Message Queuing

Multiath V

— v

< 1] >

< Previous Next > Insta Cancel



3. Inthe Confirm Installation Selections

dialog box, click Install to confirm the
selection and proceed to do the installation of

the required features

Confirm installation selections T

SQLCLUSTERT TESTDOMAIN.COM

[ 4 Do you need to specify an aiternate source path? One or more installation selections are missing source files on the destinati.. X

Before You Begin To install the following roles, role services, or features on selected server, click Install.

Installation Type [] Restart the d
Server Selection

server automatically if required

Optionl features (such as administration tools) might be displayed on this page because they have

‘ been selected automatically. If you do not want to install these optional features, click Previous to clear
EanEliE = their check boxes.

Features

NET Framework 3.5 Features
NET Framewark 3.5 (includes MET 2.0 and 3.0)
Failover Clustering
Multipath 1/0
Remote Server Administration Toals
Feature Administration Teals
Failover Clustering Tools

Failover Cluster Management Tools

Failover Cluster Module for Windows PowerShell

Export confiquration settings
Specify an alternate source path

<previous || news | [ nstal | [ cancel




Discovering Tar get Portals

In this section , we will connect the

iSCSI storage to the servers that will be added to the cluster

NOTE: Windows Server 2012 R2 comes with iSCSI Initiator software that enables connection of a Windows

host to an external iSCSI storage array
Manager dashboard, under

Tools and select

using network adapters. You can launch the tool from the

iSCSI Initiator

These steps have to be performed on both of the servers that will act as nodes in your failover cluster.

steps below are perform

edon SQLCLUSTER1

Server Manager

r

Manage  Tools

WELCOME TO SERVER MANAGER

| Storage Services b

WHATS NEW

LEARN MORE

R LES AND SERVER GROUPS

Server groups

Ty File and Storage
Services

M 0 Configure this local server

s and features

Servers total: 1

1 B Local Server

(® Manageability

Events

You will get a message saying that the Microsoft iISCSI service is not running. Simply click

continue.

® Manageability

Events

Cluster-Aware Updating
Component Services
Computer Management
Defragment and Optimize Drives
Event Viewer

Failover Cluster Manager
Local Secunty Policy

ODEC Data Sources (32-bit)
ODEBC Data Sources (64-bit)
Perfarmance Monitor
Resource Monitor

Security Configuration Wizard

Services

System Configuration

System Information

Task Scheduler

Windenws Firewall with Advanced Security
Windows Memory Diagnostic
Windews PowerShell
Windows PowerShell (x86)
Windows PowerShell ISE
Windows PowerShell ISE (x86)
Windows Server Backup

Yes

Microsoft iSCSI

]

The Microsoft iSCSI service is not running. The service is required to be started for
iSCSI to function correctly. To start the service now and have the service start

each time the restarts, click the Yes button.,

1. In the iSCSI Initiator Properties

2. Clickthe Discover Portal é

window , select the Discovery

b ut {TrerDiscover Target

tab.

Portal dialog box appears.

Server

The

to



iSCS Initiator Properties -

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |

Target portals
e system il oo for Trgets on Flowng otz
Address Port. Adapter 1P address
To add a target portal, dick Discover Portal. Discover Portal...
To remove a target portal, select the address above and e

then click Remove,

ISNS servers
Th system s regstered on the folowng e senvers: | Refesn |

Name

To add an iSNS server, dick Add Server. Add Server

To remove an iSNS server, select the server above and R
then click Remove.

3. Type inthe first IP address of the partner node you will use to connect to the highly available
iISCSI devices. For this example, the IP address of SAN1 is 10.0.0.100

Discover Target Portal -

Enter the [P address or DNS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target portal, dick
the Advanced button.

P address or DNS name: Port: (Defaultis 3260.)
| R | | [0 |

Click Advanced

4. Select Microsoft ISCSI Initiator as your Local adapter . Selectthe Initiator IP in the same
subnet as the IP address on the SAN server from the previous step. For this example, the  first
IP address of SQLCLUSTER1 that communicates to SAN1 is 10.0.0.111

Advanced Settings _

General | IPsec

Cannect using

Local adapter: Microsaft ISCSI Initistor

Initiator IP:

Target partal IP:

Click OK. Then click OK againto close the Discover Target Portal dialog box

o

Click the Discover Portal button once again.  The Discover Target Portal dialog appears.
6. Type in the second IP address of the partner node you will use to connect to the HA iSCSI
devices. For this example, the IP addres s of SAN1 is 10.0. 20 .1.

Discover Target Portal -

Enter the IP address or DNS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target portal, click
the Advanced button.

1P address or DS name: Port: (Defaultis 3260.)
rln.n.zn 1 l | | 3260 ‘




Click Advanced

7. Select Microsoft ISCSI Initiator asyour Local adapter . Selectthe Initiator IP
subnet as the IP address on the SAN server from the previous step. For this example, the
IP address of SQLCLUSTER1 that communicates to SAN1 is 10.0.20.3

in the same
second

Advanced Settings _

Connect using

Local adapter:

Initiator P:

Target portal IP:

Click OK. Then click OK againto close the Discover Target Portal dialog box .

8. Repeat the same steps (steps#1to#7 ) toadd SAN2 to the list of discovered targets. Note
the following:

7 10.0.1.100 and 10.0.20. 2 (firstand second IP address es of SAN2 , respectively )

7 10.0. 0.111 (firstIP address of SQLCLUSTER 1 that communicates to the first IP address
SAN2 )

7 10.0.20. 3 (second IP address of SQLCLUSTER 1 that communicatesto  the second IP
address SAN2 )

SQLCLUSTER1 should be connected on both SAN1 and SAN2 via the following target portals.

ISCSI Initiator Properties -

| Targets | Discovery |Favorite Targets | Volumes and Devices | RaDIUS | configuration |

Target portals

Address Port Adapter IP address
10.0.0.100 3260 MicrosoftiSCSI Initiator 10.0.0.111
10.0.20.1 3260 Microsoft iSCSI Initiator 10.0.20.3
10.0.1.100 3260 MicrosoftiSCSI Initiator 10.0.0.111
10.0.20.2 3260 Microsoft iSCSI Initiator 10.0.20.3

9. Repeat the same steps (steps#1lto# 8) forthe second node SQLCLUSTER2 until all the
target portals have been added . Note the following:

10.0. 0.100 and 10.0. 20 .1 (firstand second IP addre sses of SAN1 , respectively )
10.0. 1.111 (firstIP address of SQLCLUSTER 2 that communicatesto ~ SAN 1)
10.0.20.4  (second IP address of SQLCLUSTER2 that communicatesto  SAN 1)
10.0.1.100  and 10.0.20. 2 (firstand second IP address es of SAN2 , respectively )
10.0.1. 111 (firstIP address of SQLCLUSTER2 that communicatesto  SAN2 )
10.0.20.4  (second IP address of SQLCLUSTER2 that communicatesto  SAN2)

=A =4 =4 =4 -4 =4

SQLCLUSTER2 should be connected on both SAN1 and SAN2 via the following target
portals.

iSCSI Initiator Properties -

[ Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |

Target partals

The system will lock for Targets on following portals:

Address Port Adapter IP address
10.0.0.100 3260 Microsoft iSCSI Initiator 10.0.0.111
10.0.20.1 3260 Microsoft iSCSI Initiator 10.0.20.3
10.0.1.100 3260 Microsoft iSCSI Initiator 10.0.0.111
10.0.20.2 3260 Microsoft iSCSI Initiator 10.0.20.3




Connecting Targets and Configur ing Multipathing

In this section, we will connect the servers to the iSCSI targets and configure multipathing:

NOTE: These steps have to be performed on both of the servers that will act as nodes in your failover cluster.
The steps below are performed on SQLCLUSTER1

1. In the iSCSI Initiator Properties window , select the Targets tab. The iSCSI targets
configured should be listed inthe Discovered Targets section.

iSCS! Initiator Properties -

Targets | Discovery | Faverite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect

To discover and log on to a target using  basic connection, type the TP address or
DNS name of the target and then dlick Quick Connect.

Discovered targets

H

[ Refresh

Name Status

ian. 2008-08. com.starwindsoftware: 10.0. 1. 100-ha-back...  Inactive
ian, 2008-08,com, starwindsoftware: 10,0, 1, 100-ha-data-f  Inactive
ian. 2008-08.com. starwindsoftware:10.0.1.100-hadog-g  Inactive
ian. 2005-08.com. starwindsoftware: 10,0, 1, 100-ha-quor...  Inactive

ion, 2008-08,com. starwindsoftware:san 1-ha-backup-h Inactive
iqn. 2008-08.com. starnindsoftware:san 1-ha-data-f Inactive
ian, 2008-08.com. starwindsoftware:san 1-ha-og-g Inactive
ion, 2008-08.com, starwindsoftware:san L-ha-quorum-q Inactive

To connectusing advanced options, select a target and then E—

cick Connect. L

To completely disconnect 2 target, select the target and =
g jsconnect

then dlick Disconnect. =

For target properties, incuuding configuration of sessions, e

select the trget and cick Praperties, oot

For configuration of devices associated with a target, select

the target and then dick Devices. Tt

2. Select the first target in the list and click Connect
3. Enable both checkboxes. Click Advanced?é

E

iSCsl Initiator Properties

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Discovered targets
Refresh
Loy 1ah
llicn. 200808, com.starwindsoftware: 10.0. 1. 100 he backuph __Inactive ]
ian. 2008-08. com. starwindsoftware: 10.0. 1. 100-ha-data- Tnactive
ign. 2008-08. com.starwindsoftware: 10.0. 1. 100-ha-ogg Inactive
in. 2008-08.com.starwindsoftware: 10.0. 1, 100-ha-quorum-g Inactive
ign. 2008-08. com.starwindsoftware:san1-ha-backup-h Inactive
ign. 2008-08. com.starwindsoftware:sani-ha-data-f Inactive
in. 2008-08.com.starwindsoftware:san1-hadogg Inactive
ign. 2008-08. com.starwindsoftware san1-ha-quorum-g Inactive
< [0 >
To connect using advanced options, select a target and then
dlick Connect, =
Connect To Target -
Target name:
[ian.2008-08.com starmndsofware: 10.0.1. 100 habaduph |
Add this connection to the list of Faverite Targets.
This wil make the System automatically attempt to restore the
connection every time this computer restarts.
Enable multi-path

4. Select Microsoft iSCSI Initiator in the Local adapter drop down list

In the Initiator IP drop down list, select the IP address of the server that connects to the
corresponding initiator.



Inthe Target portal IP drop down list, select the IP address of the iISCS | Target where the Initiator
IP address is mapped to

NOTE: The selection for Initiator IP and Target portal IP addresses depend onthe  iSCSI
target selected in Step #2. In this example, the target

ign.2008 -08.com.starwindsoftware :10.0.1.100 -ha-backup -h

was selected. This corresponds to the iISCSI Qualified Name (IQN) of SAN2 . The Initiator
IP address for SQLCLUSTER1 (10.0.0.111 ) isusedtoconnectto  SAN2 .

Click OK.
Advanced Settings IL-
General | IPsec

Connect using

Local adapter: Microsoft ISC31 Inifiator vl

Initiator IP: 10.0.0.111 v|

Target portal IP: 10.0.1.100 / 3260 v ‘
5. Select the partner target from the other iSCSl target node and click Connect . Forthei SCSI

target selected in Step #2, the partner target is

ign.2008 - 08.com.starwindsoftware:sanl -ha-backup -h

Connect To Target -

Target name:
[icn 200835 com. starwindsoftwaresan 1ha-backpl | |

st of Favorite Targets.
ystem au ically attempt to restore the
is Computer restarts.

6. Enable both checkboxes. Click Advanced?é
7. Select Microsoft iSCSI Initiator in the Local adapter drop down list.

In the Initiator IP drop down list, s elect the IP address of the server that connects to the
corresponding initiator.

Inthe Target portal IP drop down list, select the IP address of the iISCSI Target where the Initiator
IP address is mapped to.

NOTE: The selection for Initiator IP and Target portal IP  addresses depend onthe iSCSI
target selected in Step# 5. In this example, the target

ign.2008 - 08.com.starwindsoftware :sanl -ha-backup -h

was selected. This corresponds to the iISCSI Qualified Name (IQN) of SAN 1. The Initiator
IP address for SQLCL USTER1 (10.0.0.1 11) isusedtoconnectto SAN1.

Click OK.



Advanced Settings I_-

General

Connect using

Local adapter: Microsoft iSCSI Initiator ] |
Initiator IP: v
Target portal IP: 10.0.0.100 / 3260 v |

8. Repeat the Steps # 1 to #7 with the Initiator and Target portal IPs

of the remaining iSCSI

targets together with their corresponding partner targets . The server should now be connected
to all prov isioned highly available, fault tolerant iISCSI targets. The result should look similar to

the one below.

iSCSI Initiator Properties -

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Discovered targets
Refresh
Name Status
ian. 2008-08 com starnindsoftware: 10.0.1. 100-ha-backuph  Connected
ian. 2008-08, com starwindsoftware: 10.0. 1, 100-ha-data-f Connected
0.0.1.100-h2-0g- Connected
re:10.0.1.100-ha-quorum-q  Connected
ign. 2008-08. com starwindsoftware:san 1-ha-backup-h Connected
ign. 2008-08. com starwindsoftware:san 1-ha-data-f Connected
ian. 2008-08. com starnindsoftwareisan --ha-og-g Connected
ian. 2008-05 com  starnindsoftware:san -ha-quarum-g Connected
< [ >
To connect using advanced options, select a target and then
dick Connect.
To completely disconnect 3 target, select the target and
then cick Discormect, Discannect
For target properties, induding configuration of sessions,
select the target and cick Properties. o=
For configuration of devices assodated with a target, select

the target and then cick Devices.

o

9. Repeatthe Steps#1 to #8 on SQLCLUSTER2 .
10. Once all targets are connected, launch the MPIO manager
dashboard, under Tools and select MPIO

=) Server Manager

| F

Manage  Tools  View  H

from the Server Manager

Cluster-Aware Updating

Component Services

'WELCOME TO SERVER MANAGER
Dashboard Computer Management

& Al Servers
W§ File and Storage Services b
QUICK START

Local Server Defragment and Optimize Drives
. i Event Viewer

0 Configure this local server Failover Cluster Manager

iSCSI Initiator

Local Security Policy

]

Add roles and features
[ v

3 Add other servers to manage

WHATS NEW -
4 Cre

w

Services
LEARN MORE GmEr @

‘ODEC Data Sources (32-bit)
ODBC Data Sources (64-bit)
a server group Performance Monitor
Resource Monitor

Security Configuration Wizard

ROLES AND SERVER GROUPS

System Information
Task Scheduler

Windows Firewall with Advanced Security

BPA results

Roles: 1 | Server groups: 1 | Servers total: 1
Windows Memory Diagnastic
=m File and Storage = i
in 2 g 1 § Local Server Windows PowerShell
Services Windows PowerShel (x85)
(® Manageability (® Manageability Windows PowerShell ISE
Events Events Windows PowerShell ISE (x86)
. Windows Server Backup
Performance Services
BPA results Performance



11. Inthe MPIO Properties dialog box, s elect the Discover Multi  -Paths tab and enable the Add
support for iISCSI devices checkbox.
12. Click the Add button and click OK.

MPIO Properties [x]

MPIO Devices | Discover Mult-Paths §Dsm Instal | Configuration Snapshot |

SPC-3 compliant

Device Hardware Id

D Add support for SAS devices

Others

Device Hardware Id

Reboot the server to apply the changes. Repeat Step #10 to #1 2 on SQLCLUSTER2



Initialize and Format the Disks

In this section, we will initialize and format the iSCSI disks . You can launch the tool from the Server
Manager dashboard, under Tools and select Computer Management.

NOTE: Going thru the disk initialization process is a great way to validate whether or not the storage replication
process works as per vendor specification. Disk configuration changes made on one of the cluster nodes should
be replicated over to the other nodes within the cluster.

These steps have to be per formed on both of the servers that will act as nodes in your failover cluster. The
steps below are performed on SQLCLUSTER1

=

Expand Storage and select Disk Management

Right -click any of the disks that you want to configure and select Online . Once the disk is
brought online, it is now marked as Not Initialized
b (%) Performance < m z
5 Device Manager 4
4 2 storage 4Disk 0 &
b i Windows Server Backur|| Basic System Reserved (&
5= Disk Management | 20.00 GB 350 MB NTFS 19.66 GB NTFS
b Z Services and Applications || Online Healthy (System, Active, Primary Partition) Healthy (Baot, Page File, Crash Dump, Primary Partition)
iDisk 1 |
Basic TEMPDB-LOCAL (T3)
10.00 GB 10.00 GB NTFS =
Online Healthy (Primary Partition)
“aIDisk 2 |
Unknown
4.00 GB 4.00 GB
Offline i Unallocated
 onine_|
4 Properties |
t Help
Offline i Unallocated
To initialize, right  -click on the disk and select Initialize Disk . The Initialize Disk dialog box will
appear.
b & Performance < [T
& Device Manager
4 3 Storage CaDisk 0 . ' ______________________________________|
b W Windows Server Backur | Basic System Reserved (©
(=% Disk Management 20.00 GB 350 MB NTFS 19.66 GB NTFS
b T Services and Applications Online Healthy (System, Active, Primary Partition) Healthy (Boot, Page File, Crash Dump, Primary Partition)
eDisk 1
Basic TEMPDB-LOCAL (T3)
10.00 GB 10.00 GB NTFS
Online Healthy (Primary Partitien)
“@IDisk 2
Unknown
4.00GB 4.00 GB
Not Initialized Unallocated
iz i |
‘@lni Offline
Unkn|
800¢ Properties
Offlin Help
In the Initialize Disk dialog box, make sure that the correct disk is selected for i nitialization
and then choose whether to initialize the disk using the MBR or GPT patrtition styles. For this

configuration, we will use a GPT partition style . Click OK.



7.

e e 3

You must inttialize a disk before Logical Disk Manager can access it.
Select disks:
Disk: 2

Use the following partition style for the selected disks:

(_) MBR (Master Boat Record)
(@ GPT (GUID Partition Table)

MNote: The GPT partition style is not recognized by all previous versions of

Windows.
[ ok || cancel |
6. To create a disk patrtition, right -click on the unallocated space and select New Sim ple Volume

Disk 2 .|
Basic
3.97 GB 3.97 GB
Online Unallocated | [New Simple Volume... I |

MNew Spanned Volume...

Mew Striped Volume...
“@IDisk 3 | ) ) I
Unknown MNew Mirrored Volume...
8.00GB 8.00 GB New RAID-5 Volume...
Offline i Unallocated

Properties

Help
“3Disk 4 | I

In the Welcome to the New Simple Volume Wizard dialog box, click Next .
New Simple Volume Wizard -

8.

In the Specify Volume Size

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk.

A simple volume can only be on a single disk.

To continue, click Next

< Back Next >

dialog box, enter the volume size and click Next



MNew Simple Volume Wizard -

Specify Volume Size
Choose a volume size that is between the maximum and minimum sizes

Maxdmum disk space in MB: 4062
Minimum disk space in MB: 2
Simple volume size in MB 40627 :
<Back || Ned> | | Cancel
9. Inthe Assign Drive Letter or Path dialog box, specify the drive letter you would like to use
and click Next .
New Simple Volume Wizard -

Assign Drive Letter or Path
For easier access, you can assign a drive letter or dive path to your partition.

®) Assign the following drive letter:
O Mount in the following empty NTFS folder:

() Do not assign a drive letter or drive path

<Back | New> || Cancel
10. Inthe Format Partition dialog box,
0 Make sure that the file system selected is NTFS.
o To follow Microsoft best practices on allocation unit size, select 64K .
o In the Volume label text box, enter the appropriate name. For this
example, F_DATA _Drive is used . Take note of this volume label because this will be

used to verify the configuration on the other cluster node.

Click Next



New Simple Volume Wizard -
Format Partition
To store data on this partition, you must format it first.
Choose whether you want to format this volume, and if so, what settings you want to use.

() Do not format this volume

(®) Format this volume with the following settings

e e
Alocation unit size B4K v
Valume label:
Perform a quick format

Enable file and folder compression

<Back || Net> | [ Cancel

11. Inthe Completing the New Simple Volume Wizard

dialog box, review the settings you have
made and click  Fini sh.

New Simple Volume Wizard -

Completing the New Simple
Volume Wizard

You have successfully completed the New Simple Volume
Wizard.

You selected the following settings:

Wolume type: Simple Valume
Digk selected: Disk 2
Volume size: 4062 MB

Drive letter or path: F:

File system: NTFS

Allocation unit size: 65536
Wolume label: F_DATA_Drive

Duiirk famat Yae hd

To close this wizard, click Finish

<Back | Fnsh | [ Cancel

12. Repeat Steps #3 to #11 onall ofthe iSCSI disks that you want to configure as part of your
cluster.

13. Repeat Step#2 on SQLCLUSTER2 . No need to initialize the iSCSI disks.



Verify

In this section, we will verify the st

the Storage Replication Process

orage replication process.

bring all of the disks on the other cluster nodes online
the storage replication works, the volume name
this example,
G_LOG _Drive

because Windows will

shown below.

the clustered

disks have been named

and H BACKUP _Drive
SQLCLUSTER?2 , the same volume properties

Disk Management

on SQLCLUSTERL1 . After bringing the disks online

console for both

, as per

Step #2

will appear . The drive letters

Server

In order to verify this process, simply

in the previous section . If
s will be propagated on all of the cluster
Q_QUORUM_Drive

nodes. In

, F_DATA _Drive |,

will

Computer Management

File Action View Help

File Action VWiew Help

Computer Management

Failover Cluster.
SQLCLUSTER1 and SQLCLUSTER2

on

not be the same
assign them from the available drive letters on the server. The drive letters
will be remov ed since they will be define d from within the Windows
screenshot of the

A
is

_I:I-

e riE BT RS al e zE B B
suter Managemerft (Locall || Volume | Layuutl Type | File System ‘ St | [tanagemenf(SOLCLUSTERZ| Valume | Layuutl Type | File
stem Toels e () Simple Basic NTFS He | [fools e (C) Simple Basic NTF
orage CaF_DATA_Drive (F:) Simple Basic NTFS He CaF_DATA_Drive (F:) Simple Basic NTF
» Windows Server Backup ||&» G_LOG_Drive (G:) Simple Basic NTFS He | |lows Server Backup wG_LOG Drive (E:) Simple Basic NTF
| Disk Management @ H_BACKUP Drive (H:) Simple Basic NTFS He | IManagement @ H_BACKUP_Drive (G:) Simple Basic NTF
vices and Applications || < IRM_SSS_XB4FRE_EN-US_DV5 (D:] Simple Basic UDF He [ and Applications 21 1RM_SS5_X64FRE_EN-US_DV5 (D) Simple Basic UDF
©#0_QUORUM_Drive (G5 Simple Basic NTFS He ©#0_QUORUM_Drive {H:) Simple Basic NTF
- System Reserved Simple Basic NTFS He - System Reserved Simple Basic NTF
s TEMPDB-LOCAL (T:) Simple Basic NTFS He s TEMPDB-LOCAL (T:) Simple Basic NTF
< i N < m > |
4 Disk 2 I BLJPBk 2 :
Basic G_LOG_Drive (G:) 357'5 G_LOG Drive (E)
39768 397 GB NTFS SEEE 3.97 GB NTFS
Online Healthy (Primary Partition) o Healthy (Primary Partition)
i i I
aDisk 3 I BLJ'_DBI! 3 .
Basic F_DATA_Drive (F) TES_LC F_DATA Drive (F}
797 GB 7.7 GB NTFS 797 GB 7.7 GB NTFS
Online Healthy (Primary Partition) Onins Healthy (Primary Partition)
| = i 3
CaDisk 4 I Bul_n.ska __
Basic H_BACKUP Drive (H:) AHDSD'KGB :IBI;ECBKFLJTFE;}me 1G)
4.00G8 4.00 GB NTFS dnllne H thy (P Partiti
Online Healthy (Primary Partition) ealthy (Primary Partition)
i is I
4Disk 5 I B‘J‘D'Sk : ;
s Q_QUORUM_Drive (Q:) e %Daﬂgzlm_nme t
992 M8 950 MB NTFS Online Healthy (P P
Online Healthy (Primary Partition) ealthy (Primary Parti
w | |
< m > 1 Unallocated W Primary partition < m > || M Unallocated B Primary partition

This is just a simple way to verify if
verification step has been done and that all potential issues have been addressed prior to moving

to the next s

tep.

the storage replication

works as expected.

Make sure that this



Running the Failover Cluster Validation Wizard

In this section we will run the Failover Cluster Validation Wizard from the Failover Cluster
Management console.  You can launch the tool from the Server Manager dashboard, under Tools
and select Failo ver Cluster Manager

NOTE: These steps can be performed on any of the servers that will act as nodes in your failover cluster. The
steps below are performed on SQLCLUSTER1

1. In the Failover Cluster Management console, under the  Management section, click th e
Validate Configuration link. This will run the Validate a Configuration Wizard
= Failover Cluster Manager =-|a

Eile Action View Help

¢ o 7] B[]

= Failover Cluster Manager -
A Overview

Actions

Failover Cluster Mana... =
A failover cluster is & set of independent computers that work togsther to increase the availability of server roles. The & Validate Configuration...
clustered servers (called nodes) are connected by physical cables and by software. If one of the nodss fails, another

node begins o provide services. This process is known as failover &) Create Cluster...

%j Connect to Cluster...

~  Clusters View 3
Name Role Status Node Status G Refresh
[E] Properties
H Help
No items Found.

~ Management

To begin to use failover clustering, first validate your hardware configuration, and then creste 3 cluster. After these steps
are complete, you can manage the dluster. Managing  dluster can include copying roles to it from a cluster running
\indows Server 2012 R2, Windows Server 2012, or Windows Server 2008 R2

12 Validate Confiquration

¥ Create Cluster

0 Connect to Cluster...

~  More Information

I Failover cluster topics on the Web
B Failover cluster communities on the Web

I icrosoft support page on the Web

2. In the Select Servers or a Cluster dialog box, enter the hostnames of the nodes that you
want to add as members of your cluster . Click Next .
ol Validate a Configuration Wizard -

%gz? Select Servers or a Cluster

Before You Begin To validate a set of servers. add the names of all the servers.

To test an existing cluster, add the name of the cluster or one of its nodes
Select Servers ora J
Cluster

Testing Options

Entername I | [ Browse...
Confimation
Vlid Selected servers: SQLCLUSTER1.TESTDOMAIN.COM
HEEED SQLCLUSTERZ.TESTDOMAIN.COM
Summary

< Previous H Hext > | ‘ Cancel

3. Inthe Testing Options dialog box, click Next torun all the necessary tests to validate whether
or not the nodes are OK for clustering.



il Validate a Configuration Wizard -

ﬂ Testing Options

Before You Begin Choose between running all tests or running selected tests.

Select Servers ora The tests examine the Cluster Configuration, Hyper-V Carfiguration, Inventory, Metwark, Storage, and
Cluster System Configuration

Testing Options

Microsoft supports a cluster solution only if the complete configuration (servers, network, and storage) can

Confrmation pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
for Windows Server 2012 R2."

Validating

Summary

® Run all tests frecommended)

) Run only tests | select

More about cluster validation tests

<Previous || MNet> || Cancel

4. Inthe Confirmation dialog box, click  Next . This will run all the necessary validation tests.

# Validate a Configuration Wizard -
?ﬂ Confirmation
i
Before You Begin ‘You are ready to start validation.
Ced Senverson s Please confim that the following settings are comect:
Cluster
Testing Options Servers to Test ~
_C SQLCLUSTERL.TESTDOMAIN.COM
SQLCLUSTER2.TESTDOMAIN.COM
WValidating
Summary Tests Selected by the User Category
List Fibre Channel Host Bus Adapters Inventory
List iSCSI Host Bus Adapters Inventory
List SAS Host Bus Adapters Inventory
List BIOS Information Inventory v
lick Emuirnnman + \arizhlac Trran s
To continue, click Next
[ <Previous || Met> || Cancel |

5. Inthe Summary dialog box, verify that all t he report returns successful. Click Finish to create
the Windows Server Failover Cluster.

i Validate a Configuration Wizard -
?g Summary
Before You Begin Testing has completed successfully. The configuration appears to be suitable for clustering.
| i Howewver, you should review the report because it may contain wamings which you should address
gﬂ;‘;‘rs‘g”gm =TE * to attain the highest availability.
Testing Options - - -
Gorfimation Failover Cluster Validation Report »
Validating
Node: SQLCLUSTER1.TESTDOMAIN.COM Validated
Node: SQLCLUSTER2.TESTDOMAIN.COM Validated
L. -
i Tuvantnxr
Create the cluster now using the validated nodes ...
T e e o . ik e et
NOTE: The Cluster Validation Wizard may report Warning messages pertaining to the network. This is
because the iSCSI network is on a dedicated network segment that is not accessible from the public network

traffic. You can ignore these warnings. In general, r esolve all errors prior to proceeding with the next steps.








































































