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Introduction  

A SQL Server 2014 multi-subnet failover clustered instance is a configuration where each node of the 

cluster is connected to a different network subnet or subnets. These network subnets can be in the 

same location or in a remote site commonly used for disaster recovery. This configuration provides the 

benefit of having both high availability and disaster recovery solution to meet business' recovery 

objectives for SQL Server 2014 databases.     

This guide is intended for experienced Windows system administrators, IT professionals and SQL 

Server database administrators who would like to install and configure a 2-node Windows Server 2012 

R2 Failover Cluster that will host a SQL Server 2014 multi-subnet failover clustered instance.  

 

Assumptions  

When using this guide, a few assumptions have been made :   

¶ Windows Server 2012 R2 is installed on each server that will be used for the cluster and that 

they are joined to the same  Active  Directory  domain .  

¶ Configuration of the shared storage used for the cluster is outside the scope of this 

document. E nlist the assistance of your storage vendors and engineers  to accomplish this 

task.  For demonstration purposes, an iSCSI storage is used in this document ; in particular, 

StarWind Virtual SAN . 

¶ You have decided which quorum model will be used by the failover cluster. This document 
will use a disk witness as the quorum model.  

 

  

http://www.starwindsoftware.com/starwind-virtual-san


Network Architecture  Design  

Proper network architecture design is key to successfully implementi ng a multi - subnet SQL Server 

2014  failover cluster instance. Enlist the help of your network engineers to make sure that your 

design complies with your corporate standards and done  appropriately . Below is the network 

diagram that will be used to implement the  multi - subnet SQL Server 2014  failover cluster ed 
instance .  

 

There are  two domain controllers -  DC1  and  DC2  -  in the same Active Directory domain. The domain 

controllers are in different network subnets, each on a dedicated Active Directory site and 

configured for replication . Cluster nodes  SQLCLUSTER1  and  SQLCLUSTER2  have four  network 

adapters -  one for production traffic, one for heartbeat communication and two  for the iSCSI 

storage. Technically, there is no shared storage in a multi - subnet cluster be cause each node will 

have its own storage subsystem. However, the storage subsystem used by one node is an exact 

replica of the storage subsystem being used by the other nodes. In the environment described 

above , storage system  SAN1  is being replicated ove r to  SAN2  via a TCP/IP connection. A 

breakdown of the servers, storage systems and IP addresses is shown in the table below.  

 

 

 

 

 



Hostname  IP Address  Purpose  

DC1 172.16.0.100  Domain Controller/DNS Server  

DC2 192.168.0.100  Domain Controller/DNS Server  

SQLCLUSTER1 

172.16.0.111  Cluster Node 1 -  public traffic  

197.160.0.111  Heartbeat communication  

10.0.0.111 /10.0.20.3  iSCSI communication to SAN1 /SAN2  

SQLCLUSTER2 

192.168.0.111  Cluster Node 2 -  public traffic  

197.160.1.111  Heartbeat communication  

10.0 .1.111 /10.0.20.4  iSCSI communication to SAN 1/SAN2  

SAN1  10.0.0.100 /10.0.20.1  iSCSI communication  

SAN2  10.0.1.100 /10.0.20.2  iSCSI communication  

 

Active Directory Domain Name : TESTDOMAIN. COM 

iSCSI storage  primary IP addresses:  SAN1 ( 10.0.0. 100  and 10.0. 20 .1 ) and SAN2 ( 10.0. 1.100  

and 10.0.20.2)  

Cluster Nodes:  SQLCLUSTER1 & SQLCLUSTER2 

Cluster Disks:  Q: \ , F: \ , G: \  & H: \  

Windows Server Failover Cluster Name and IP Address:  WIN MULTISUB CLUS (172.16.0. 112 

and 192.168.0. 112)  

SQL Server Failover Cluster Nam e and IP Address:  SQLCLUSTER (172.16.0. 213 and 

192.168.0. 213)  

SQL Server Service Account:  TESTDOMAIN \ sqlservice  

  



Adding Required Windows Features  

In this section, we will add the required Windows features to configure our multi - subnet failover 

cluster:  

1.  Open the  Server Manager  Dashboard  and click the Add roles and  f eatures  link . 
This will run the  Add Roles and Features Wizard  

 

 

2.  In the  Select Features  dialog box, select the  .NET Framework 3.5 Features  (select 

only the .NET Framework 3.5 option ) ,  Failover Cl ustering  and t he  Multipath I/O  

checkbox es and click  Next .  

NOTE:  The .NET Framework 3.5  is a requirement for SQL Server 2014 and is no 

longer installed by the SQL Server setup process. Even if the .NET Framework 4. 5 is 

installed by Windows Server 2012 R2, t he .NET Framework 3.5  is not installed with 

it and has to be explicitly installed.   

 



3.  In the  Confirm Installation Selections  dialog box, click  Install  to confirm the 

selection and proceed to do the installation of the required features . 

 

  



Discovering Tar get Portals  

In this section , we will connect the iSCSI storage  to the servers that will be added to the cluster .  

NOTE:  Windows Server 2012 R2 comes with iSCSI Initiator software that enables connection of a Windows 

host to an external iSCSI storage array using network adapters. You can launch the tool from the Server 

Manager  dashboard, under Tools  and select iSCSI Initiator .  

These steps have to be performed on both of the servers that will act as nodes in your failover cluster.  The 

steps below are perform ed on SQLCLUSTER1 .  

 

You will get a message saying that the Microsoft iSCSI service is not running. Simply click Yes  to 

continue.  

 

1.  In  the iSCSI Initiator Properties  window , select the Discovery  tab.  

2.  Click the Discover Portal é button. The Discover Target Portal  dialog box appears.  



 

3.  Type in the  first  IP address of the partner node you will use to connect to the  highly available  
iSCSI devices. For this example, the IP address of SAN1  is 10.0.0.100  

 

Click Advanced .  

4.  Select Microsoft ISCSI Initiator  as your Local adapter .  Select the Initiator IP  in the same 

subnet as the IP address on the SAN server from the previous step.  For this example, the first 

IP address of SQLCLUSTER1  that communicates to SAN1  is 10.0.0.111 .  

 

Click OK . Then click OK  again to close  th e Discover Target Portal  dialog box . 

5.  Click the Discover Portal  button once again.  The Discover Target Portal  dialog appears.  

6.  Type in the  second  IP address of the partner node you will use to connect to the  HA iSCSI 

devices. For this example, the IP addres s of SAN1  is 10.0. 20 .1 .  

 



Click Advanced .  

7.  Select Microsoft ISCSI Initiator  as your Local adapter . Select the Initiator IP  in the same 

subnet as the IP address on the SAN server from the previous step. For this example, the second  

IP address of SQLCLUSTER1  that communicates to SAN1  is 10.0.20.3 .  

 

Click OK . Then click OK  again to close  the Discover Target Portal  dialog box . 

8.  Repeat  the same steps (steps #1 to #7 ) to add SAN2  to the list of discovered targets. Note 
the following:  

¶ 10.0.1.100  and 10.0.20. 2  ( firs t and second IP address es of SAN2 , respectively )  

¶ 10.0. 0 .111  (first IP address of SQLCLUSTER 1  that communicates to  the first IP address 

SAN2 )  

¶ 10.0.20. 3  (second IP address of SQLCLUSTER 1  that communicates to  the second  IP 

address SAN2 )  

SQLCLUSTER1  should be connected on both SAN1  and SAN2  via  the following target portals.  

 

9.  Repeat  the same steps (steps #1 to # 8) for the second node  SQLCLUSTER2 until  all the 
target portals have been added . Note the following:  

¶ 10.0. 0 .100  and 10.0. 20 .1  ( first and second IP addre sses of SAN1 , respectively )  

¶ 10.0. 1 .111  (first IP address of SQLCLUSTER 2  that communicates to SAN 1 )  

¶ 10.0.20.4  (second IP address of SQLCLUSTER2  that communicates to SAN 1 )  

¶ 10.0.1.100  and 10.0.20. 2  ( first and second IP address es of SAN2 , respectively )  

¶ 10.0.1. 111  (first IP address of SQLCLUSTER2  that communicates to SAN2 )  

¶ 10.0.20.4  (second IP address of SQLCLUSTER2  that communicates to SAN2 )  

SQLCLUSTER2  should be connected on both SAN1  and SAN2  via the following target 
portals.  

 



Connecting Targets and Configur ing Multipathing  

In this section, we will connect the servers to the iSCSI targets and configure multipathing:  

NOTE:  These steps have to be performed on both of the servers that will act as nodes in your failover cluster. 

The steps below are performed on SQLCLUSTER1 .  

1.  In  the iSCSI Initiator Properties  window , select the Targets  tab . The iSCSI targets  
configured should be  listed in the Discovered Targets  section.  

 

2.  Select the first target in the list and click Connect .   
3.  Enable both checkboxes. Click Advancedé  

 

4.  Select  Microsoft iSCSI Initiator  in the Local adapter  drop down list .  

In the Initiator IP drop down list, select the IP address of the server that connects to the 
corresponding initiator.  



In the Target portal IP  drop down list, select the IP address of the iSCS I Target where the Initiator 
IP address is mapped to .  

NOTE:  The selection for Initiator IP  and Target portal IP  addresses depend on the iSCSI 

target selected in Step #2. In this example, the target  

iqn.2008 -08.com.starwindsoftware :10.0.1.100 -ha - backup - h  

was selected. This corresponds to the iSCSI Qualified Name (IQN)  of SAN2 .  The  Initiator 
IP address for SQLCLUSTER1  (10.0.0.111 )  is used to connect to SAN2 .   

Click OK .  

 

5.  Select the partner target from the other iSCSI target  node and click Connect . For the i SCSI 
target selected in Step #2, the partner target is  

iqn.2008 -08.com.starwindsoftware:san1 -ha - backup -h  

 

6.  Enable both checkboxes. Click Advancedé  
7.  Select Microsoft iSCSI Initiator  in the Local adapter  drop down list.  

In the Initiator IP drop down list, s elect the IP address of the server that connects to the 
corresponding initiator.  

In the Target portal IP  drop down list, select the IP address of the iSCSI Target where the Initiator 
IP address is mapped to.   

NOTE:  The selection for Initiator IP  and Target  portal IP  addresses depend on the iSCSI 
target selected in Step # 5. In this example, the target  

iqn.2008 -08.com.starwindsoftware :san1 -ha - backup -h  

was selected. This corresponds to the iSCSI Qualified Name (IQN) of SAN 1 .  The  Initiator 
IP address for SQLCL USTER1  (10.0.0.1 11 )  is used to connect to SAN 1 .   

Click OK .  



 

8.  Repeat the Steps # 1  to  #7  with the Initiator and Target portal IPs of the remaining iSCSI 

targets together with their corresponding partner targets . The server should now be connected 

to all prov isioned highly available, fault tolerant iSCSI targets. The result should look similar to 

the one below.  

 

9.  Repeat the Steps #1  to  # 8  on SQLCLUSTER2 .  

10.  Once all targets are connected, launch the MPIO manager  from the Server Manager  

dashboard, under Tools  and select  MPIO  

 



11.  In the MPIO Properties  dialog box, s elect  the Discover Multi - Paths  tab and enable the Add 

support for iSCSI devices  checkbox.  

12.  Click  the Add  button  and click OK .   

 

Reboot  the server to apply the changes. Repeat Step #10 to  #1 2  on SQLCLUSTER2 .  

  



Initialize and Format t he Disks  

In this section, we will initialize and format the iSCSI disks . You can launch the tool from the Server 

Manager  dashboard, under Tools  and select Computer Management.  

NOTE:  Going thru the disk initialization process is a  great way to validate whether or not the storage replication 

process works as per vendor specification. Disk configuration changes made on one of the cluster nodes should 

be replicated over to the other nodes within the cluster.  

These steps have to be per formed on both of the servers that will act as nodes in your failover cluster. The 

steps below are performed on SQLCLUSTER1 .  

1.  Expand Storage  and select Disk Management .  

2.  Right -click any of the disks that you want to configure and select  Online . Once the disk  is 

brought online, it is now marked as  Not Initialized .  

 

3.  To initialize, right -click on the disk and select  Initialize Disk . The Initialize Disk dialog box will 

appear.  

 

4.  In the  Initialize Disk  dialog box, make sure that the correct disk is selected for i nitialization 

and then choose whether to initialize the disk using the MBR or GPT partition styles. For this 

configuration, we will use a GPT  partition style . Click  OK .   



  

6.  To create a disk partition, right -click on the unallocated space and select  New Sim ple Volume .  

 

 

7.  In the  Welcome to the New Simple Volume Wizard  dialog box, click  Next .  

 

8.  In the  Specify Volume Size  dialog box, enter the volume size and click  Next .  



 

9.  In the  Assign Drive Letter or Path  dialog box, specify the drive letter you would like to  use 

and click  Next .  

 

10.  In the  Format Partition  dialog box,  

o Make sure that the file system selected is  NTFS .  

o To follow Microsoft best practices on allocation unit size, select  64K .  

o In the  Volume label:  text box, enter the appropriate name. For this  

example, F_DATA _Drive   is used . Take note of this volume label because this will be 

used to verify the configuration on the other cluster node.  

Click  Next  



 

 

11.  In the  Completing the New Simple Volume Wizard  dialog box, review the settings you have 

made and click  Fini sh .  

 

12.  Repeat Steps #3  to #11  on all of the iSCSI disks that you want to configure as part of your 

cluster.  
13.  Repeat Step #2  on SQLCLUSTER2 .  No need to initialize the iSCSI disks.  

  



Verify t he Storage Replication Process  

In this section, we will verify the st orage replication process. In order to verify this process, simply 

bring all of the disks on the other cluster nodes online , as per Step #2  in the previous section . If 

the storage replication works, the volume name s will be propagated on all of the cluster  nodes. In 

this  example, the clustered disks  have been named  Q_QUORUM_Drive , F_DATA _Drive , 

G_LOG _Drive  and H_BACKUP _Drive  on SQLCLUSTER1 . After bringing the disks online  on 

SQLCLUSTER2 , the same volume properties will appear . The drive letters will  not be the same  

because Windows will assign  them from the available drive letters on the server. The drive letters 

will be remov ed since they  will be define d from within the Windows Server Failover Cluster.  A 

screenshot of the Disk Management  console for both SQL CLUSTER1  and SQLCLUSTER2  is 
shown below.  

 

This is just a simple way to verify if the storage replication  works as expected. Make  sure that this 

verification step has been done and that all potential issues have been addressed prior to moving 
to the next s tep.   

  



Running the Failover Cluster Validation Wizard  

In this section  we will run the Failover Cluster Validation Wizard from the Failover Cluster 

Management console.  You can launch the tool from the Server Manager  dashboard, under Tools  
and select Failo ver Cluster Manager .   

NOTE:  These steps can be performed on any of the servers that will act as nodes in your failover cluster. The 

steps below are performed on SQLCLUSTER1 .  

1.  In the Failover Cluster Management  console, under the Management  section, click th e 

Validate Configuration  link. This will run the Validate a Configuration Wizard .  

 

 
2.  In the Select Servers or a Cluster  dialog box, enter the hostnames of the nodes that you 

want to add as members of your cluster .  Click Next .  

 

 
 

3.  In the Testing Options  dia log box, click Next  to run all the necessary tests to validate whether 

or not the nodes are OK for clustering.  



 
 

4.  In the  Confirmation  dialog box, click  Next . This will run all the necessary validation tests.  

 

 
5.  In the  Summary dialog box, verify that all t he report returns successful.  Click Finish  to create 

the Windows Server Failover Cluster.  

 

NOTE:  The Cluster Validation Wizard  may report Warning  messages pertaining to the network. This is 

because the iSCSI network is on a dedicated network segment that is not accessible from the public network 

traffic. You can ignore these warnings. In general, r esolve all errors prior to proceeding with the next steps.  
















































